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Abstract

The Functional Ito calculus is a non-anticipative functional calculus which extends the Ito calculus to path-dependent functionals of stochastic processes. We present an overview of the foundations and key results of this calculus, first using a pathwise approach, based on a notion of directional derivative introduced by Dupire, then using a probabilistic approach, which leads to a weak, Sobolev-type, functional calculus for square-integrable functionals of semimartingales, without any smoothness assumption on the functionals. The latter construction is shown to have connections with the Malliavin calculus and leads to computable martingale representation formulae. Finally, we show how the Functional Ito Calculus may be used to extend the connections between diffusion processes and parabolic equations to a non-Markovian, path-dependent setting: this leads to a new class of ‘path-dependent’ partial differential equations, Functional Kolmogorov equations, of which we study the key properties.
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4 Overview

4.1 Functional Ito calculus

Many questions in stochastic analysis and its applications in statistics of processes, physics or mathematical finance involve the study of path-dependent functionals of stochastic processes and there has been a sustained interest in developing an analytical framework for the systematic study of such path-dependent functionals.

When the underlying stochastic process is the Wiener process, the Malliavin calculus \[4, 55, 56, 68, 74\] has proven to be a powerful tool for investigating various properties of Wiener functionals. The Malliavin calculus, which is as a weak functional calculus on Wiener space, leads to differential representations of Wiener functionals in terms of anticipative processes \[5, 37, 56\]. However, the interpretation and computability of such anticipative quantities poses some challenges, especially in applications such as mathematical physics or optimal control where causality, or non-anticipativeness, is a key constraint.

In a recent insightful work, motivated by applications in mathematical finance, Bruno Dupire \[21\] proposed a method for defining a non-anticipative calculus which extends the Ito calculus to path-dependent functionals of stochastic processes. The idea can be intuitively explained by first considering the variations of a functional along a piecewise constant path. Any (right-continuous) piecewise constant path, represented as

\[
\omega(t) = \sum_{k=1}^{n} x_k 1_{[t_k, t_{k+1})},
\]

is simply a finite sequence of ‘horizontal’ and ‘vertical’ moves, so the variation of a (time-dependent) functional \( F(t, \omega) \) along such a path \( \omega \) is composed of

- ‘horizontal increments’: variations of \( F(t, \omega) \) between each time point \( t_i \) and the next, and
- ‘vertical increments’: variations of \( F(t, \omega) \) at each discontinuity point of \( \omega \).

If one can control the behavior of \( F \) under these two types of path perturbations then one can reconstitute its variations along any piecewise-constant path. Under additional continuity assumptions, this control can be extended to any cadlag path using a density argument.

This intuition was formalized by Dupire \[21\] by introducing directional derivatives corresponding to infinitesimal versions of these variations: given a (time-dependent) functional \( F : [0, T] \times D([0, T], \mathbb{R}) \to \mathbb{R} \) defined on the space \( D([0, T], \mathbb{R}) \) of right-continuous paths with left limits, Dupire introduced a directional derivative which quantifies the sensitivity of the functional to a shift in the future portion of the underlying path \( \omega \in D([0, T], \mathbb{R}) \):

\[
\nabla_{\omega} F(t, \omega) = \lim_{\epsilon \to 0} \frac{F(t, \omega + \epsilon 1_{[T, T]}) - F(t, \omega)}{\epsilon},
\]
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as well as a time-derivative corresponding to the sensitivity of $F$ to a small ‘horizontal extension’ of the path:

$$DF(t,\omega) = \lim_{h \to 0^+} \frac{F(t + h, \omega(t \wedge .)) - F(t, \omega(t \wedge .))}{h}.$$  

Since any cadlag path may be approximated, in supremum norm, by piecewise constant paths, this suggests that one may control the functional $F$ on the entire space $D([0,T], \mathbb{R})$ if $F$ is twice differentiable in the above sense and $F, \nabla_\omega F, \nabla^2_\omega F$ are continuous in supremum norm; under these assumptions, one can then obtain a change of variable formula for $F(X)$ for any Itô process $X$.

As this brief description already suggests, the essence of this approach is pathwise. While Dupire’s original presentation [21] uses probabilistic arguments and Itô calculus, one can in fact do entirely without such arguments and derive these results in a purely analytical framework without any reference to probability. This task, undertaken in [9, 8] and developed in [6], leads to a pathwise functional calculus for non-anticipative functionals which clearly identifies the set of paths to which the calculus is applicable. The pathwise nature of all quantities involved makes this approach quite intuitive and appealing for applications, especially in finance [13] and optimal control, where all quantities involved need to make sense pathwise.

However, once a probability measure is introduced on the space of paths, under which the canonical process is a semimartingale, one can go much further: the introduction of a reference measure allows to consider quantities which are defined almost-everywhere and construct a weak functional calculus for stochastic processes defined on the canonical filtration. Unlike the pathwise theory, this construction, developed in [21], is applicable to all square-integrable functionals without any regularity condition. This calculus can be seen as a non-anticipative analog of the Malliavin calculus.

The Functional Itô calculus has led to various applications in the study of path-dependent functionals of stochastic processes. Here we focus on two particular directions: martingale representation formulas and functional (‘path-dependent’) Kolmogorov equations [10].

### 4.2 Martingale representation formulas

The representation of martingales as stochastic integrals is an important result in stochastic analysis with many applications in control theory and mathematical finance. One of the challenges in this regard has been to obtain explicit versions of such representations, which may then be used to compute or simulate such martingale representations. The well-known Clark-Haussmann-Ocone formula [56, 55], which expresses the martingale representation theorem in terms of Malliavin derivative is one such tool and has inspired various algorithms for the simulation of such representations [33].

One of the applications of the Functional Itô calculus is to derive explicit, computable versions of such martingale representation formulas, without resorting to the anticipative quantities such as the Malliavin derivative. This
approach, developed in \cite{11,7}, leads to simple algorithms for computing martingale representations which have straightforward interpretations in terms of sensitivity analysis \cite{12}.

4.3 Functional Kolmogorov equations and path-dependent PDEs

One important application of the Ito calculus has been to characterize the deep link between Markov processes and partial differential equations of parabolic type \cite{2}. A pillar of this approach is the analytical characterization of a Markov process by Kolmogorov’s backward and forward equations \cite{46}. These equations have led to many developments in the theory of Markov processes and stochastic control theory including the theory of controlled Markov processes and their links with viscosity solutions of PDEs \cite{29}.

The functional Ito calculus provides a natural setting for extending many of these results to more general, non-Markovian semimartingales, leading to a new class of partial differential equations on path space—functional Kolmogorov equations— which have only started to be explored \cite{10,14,22}. This class of PDEs on the space of continuous functions is distinct from the infinite dimensional Kolmogorov equations studied in the literature \cite{15}. Functional Kolmogorov equations have many properties in common with their finite dimensional counterparts and lead to new Feynman-Kac formulas for path-dependent functionals of semimartingales \cite{10}. We will explore this topic in Section 8. Extensions of these connections to the fully nonlinear case and their connection to non-Markovian stochastic control and forward-backward stochastic differential equations (FB-SDEs) currently constitute an active research topic \cite{10,13,23,22,59}.

4.4 Outline

These notes, based on lectures given at the Barcelona Summer School on Stochastic Analysis (2012), constitute an introduction to the foundations and applications of the Functional Ito calculus.

• We first develop a pathwise calculus for non-anticipative functionals possessing some directional derivatives, by combining Dupire’s idea with insights from the early work of Hans Föllmer \cite{31}. This construction is purely analytical (i.e. non-probabilistic) and applicable to functionals of paths with finite quadratic variation. Applied to functionals of a semimartingale, it yields a functional extension of the Ito formula applicable to functionals which are continuous in the supremum norm and admit certain directional derivatives. This construction and its various extensions, which are based on \cite{8,9,21} are described in Sections 5 and 6. As a by-product (!) we obtain a method for constructing pathwise integrals with respect to paths of infinite variation but finite quadratic variation, for a class of integrands which may be described as ‘vertical 1-forms’;
the connection between this pathwise integral and ‘rough path’ theory is described in Section 5.3.3.

• In Section 7 we extend this pathwise calculus to a ‘weak’ functional calculus applicable to square-integrable adapted functionals with no regularity condition on the path-dependence. This construction uses the probabilistic structure of the Itô integral to construct an extension of Dupire’s derivative operator to all square-integrable semimartingales and introduce Sobolev spaces of non-anticipative functionals to which weak versions of the functional Itô formula applies. The resulting operator is a weak functional derivative which may be regarded as a non-anticipative counterpart of the Malliavin derivative (Section 7.4). This construction, which extends the applicability of the Functional Itô calculus to a large class of functionals, is based on [11]. The relation with the Malliavin derivative is described in Section 7.4. One of the applications of this construction is to obtain explicit and computable integral representation formulas for martingales (Section 7.2 and Theorem 7.8).

• Section 8 uses the Functional Itô calculus to introduce Functional Kolmogorov equations, a new class of partial differential equations on the space of continuous functions which extend the classical backward Kolmogorov PDE to processes with path-dependent characteristics. We first present some key properties of classical solutions for this class of equations, and their relation with FBSDEs with path-dependent coefficients (Section 8.2) and non-Markovian stochastic control problems (Section 8.3). Finally, in Section 8.4 we introduce a notion of weak solution for the functional Kolmogorov equation and characterize square-integrable martingales as weak solutions of the functional Kolmogorov equation.
Notations

In the sequel we denote by

- $S_d^+$ the set of symmetric positive $d \times d$ real-valued matrices,
- $<A,B> = \text{tr}(A^TB)$ the Hilbert-Schmidt scalar product of two real $d \times d$ matrices,
- $D([0,T],\mathbb{R}^d)$ the space of functions on $[0,T]$ with values in $\mathbb{R}^d$ which are right continuous functions with left limits (cadlag), and
- $C^0([0,T],\mathbb{R}^d)$ the space of continuous functions on $[0,T]$ with values in $\mathbb{R}^d$.

Both spaces are equipped with the supremum norm, denoted $\|\cdot\|_{\infty}$.

We further denote

- $C^k(\mathbb{R}^d)$ the space of $k$-times continuously differentiable real-valued functions on $\mathbb{R}^d$,
- $H^1([0,T],\mathbb{R})$ the Sobolev space of real-valued absolutely continuous functions on $[0,T]$ whose Radon-Nikodym derivative with respect to the Lebesgue measure is square-integrable.

For a path $\omega \in D([0,T],\mathbb{R}^d)$, we denote by

- $\omega(t-) = \lim_{s \to t, s < t} \omega(s)$ its left limit at $t$,
- $\Delta \omega(t) = \omega(t) - \omega(t-)$ its discontinuity at $t$,
- $\|\omega\|_{\infty} = \sup\{|\omega(t)|, t \in [0,T] \}$
- $\omega(t) \in \mathbb{R}^d$ the value of $\omega$ at $t$,
- $\omega_t = \omega(t \wedge \cdot)$ the path stopped at $t$, and
- $\omega_{t-} = \omega_{1_{[0,t]} + \omega(t-) 1_{[t,T]}}$.

Note that $\omega_{t-} \in D([0,T],\mathbb{R}^d)$ is cadlag and should not be confused with the caglad path $u \mapsto \omega(u-)$. For a cadlag stochastic process $X$ we similarly denote

- $X(t)$ its value,
- $X_t = (X(u \wedge t), 0 \leq u \leq T)$ the process stopped at $t$, and
- $X_{t-}(u) = X(u) 1_{[0,t]}(u) + X(t-) 1_{[t,T]}(u)$.

For general definitions and concepts related to stochastic processes, we refer to the treatises by Dellacherie & Meyer [19] and Protter [62].
5 Non-anticipative functional calculus

The focus of these lectures is to define a calculus which can be used to describe the variations of interesting classes of functionals of a given reference stochastic process $X$. In order to cover interesting examples of processes, we allow $X$ to have right-continuous paths with left limits, i.e. its paths lie in the space $D([0, T], \mathbb{R}^d)$ of cadlag paths. In order to include the important case of Brownian diffusion and diffusion processes, we allow these paths to have infinite variation. It is then known that the results of Newtonian calculus and Riemann-Stieltjes integration do not apply to the paths of such processes. Itô’s stochastic calculus \[40, 41, 19, 53, 62\] provides a way out by limiting the class of integrands to non-anticipative, or adapted processes; this concept plays an important role in what follows.

Although the classical framework of Itô calculus is developed in a probabilistic setting, Föllmer \[31\] was the first to point out that many of the ingredients at the core of this theory—in particular the Itô formula—may in fact be constructed pathwise. Föllmer \[31\] further identified the concept of finite quadratic variation as the relevant property of the path needed to derive the Itô formula.\[1\]

In this first part, we combine the insights from Föllmer \[31\] with the ideas of Dupire \[21\] to construct a pathwise functional calculus for non-anticipative functionals defined on the space $\Omega = D([0, T], \mathbb{R}^d)$ of cadlag paths. We first introduce the notion of non-anticipative, or causal, functional (Section 5.1) and show how these functionals naturally arise in the representation of processes adapted to the natural filtration of a given reference process. We then introduce, following Dupire \[21\], the directional derivatives which form the basis of this calculus: the horizontal and the vertical derivatives, introduced in Section 5.2. The introduction of these particular directional derivatives, unnatural at first sight, is justified a posteriori by the functional change of variable formula (Section 5.3), which shows that the horizontal and vertical derivatives are precisely the quantities needed to describe the variations of a functional along a cadlag path with finite quadratic variation.

The results in this section are entirely ‘pathwise’ and do not make use of any probability measure. In Section 5.3, we identify important classes of stochastic processes for which these results apply almost surely.

5.1 Non-anticipative functionals

Let $X$ be the canonical process on $\Omega = D([0, T], \mathbb{R}^d)$, and $\mathbb{F}^0 = (\mathcal{F}_t^0)_{t \in [0, T]}$ be the filtration generated by $X$.

A process $Y$ on $(\Omega, \mathcal{F}_t^0)$ adapted to $\mathbb{F}^0$ may be represented as a family of functionals $Y(t, .) : \Omega \mapsto \mathbb{R}$ with the property that $Y(t, .)$ only depends on the path stopped at $t$:

$Y(t, \omega) = Y(t, \omega(\cdot \land t))$,
so one can represent \( Y \) as

\[
Y(t, \omega) = F(t, \omega_t)
\]

for some functional \( F : [0, T] \times D([0, T], \mathbb{R}^d) \to \mathbb{R} \)

where \( F(t, \cdot) \) only needs to be defined on the set of paths stopped at \( t \).

This motivates us to view adapted processes as functionals on the space of stopped paths: a stopped path is an equivalent class in \([0, T] \times D([0, T], \mathbb{R}^d)\) for the following equivalence relation:

\[
(t, \omega) \sim (t', \omega') \iff (t = t' \text{ and } \omega_t = \omega_{t'})
\] (1)

where \( \omega_t = \omega(t \wedge \cdot) \).

The space of stopped paths can be defined as the quotient of \([0, T] \times D([0, T], \mathbb{R}^d)\) by the equivalence relation (1):

\[
\Lambda_T^d = \{(t, \omega), (t, \omega) \in [0, T] \times D([0, T], \mathbb{R}^d)\} = [0, T] \times D([0, T], \mathbb{R}^d) / \sim.
\]

We endow this set with a metric space structure by defining the distance:

\[
d_\infty((t, \omega), (t', \omega')) = \sup_{u \in [0, T]} |\omega(u \wedge t) - \omega'(u \wedge t')| + |t - t'|
\]

\[
= \|\omega_t - \omega_{t'}\|_\infty + |t - t'|
\] (2)

\((\Lambda_T^d, d_\infty)\) is then a complete metric space and the set of continuous stopped paths

\[
W_T^d = \{(t, \omega), (t, \omega) \in \Lambda_T^d, \omega \in C^0([0, T], \mathbb{R}^d)\}
\]

is a closed subset of \((\Lambda_T^d, d_\infty)\).

When the context is clear we will drop the superscript \( d \) and denote these spaces \( \Lambda_T, W_T \).

We now define a non-anticipative functional \([8]\), as a measurable map on the space \((\Lambda_T, d_\infty)\) of stopped paths:

**Definition 5.1** (Non-anticipative (causal) functional). A non-anticipative functional on \( D([0, T], \mathbb{R}^d) \) is a measurable map \( F : (\Lambda_T, d_\infty) \to \mathbb{R} \) on the space \((\Lambda_T, d_\infty)\) of stopped paths.

This notion of causality is natural when dealing with physical phenomenon as well as in control theory \([30]\).

A non-anticipative functional may also be seen as a family \( F = (F_t)_{t \in [0, T]} \) of \( F^0_\infty \)-measurable maps \( F_t : (D([0, T], \mathbb{R}^d), \|\cdot\|_\infty) \to \mathbb{R} \). Definition 5.1 amounts to requiring joint measurability of these maps in \((t, \omega)\).

One can alternatively represent \( F \) as a map

\[
F : \bigcup_{t \in [0, T]} D([0, t], \mathbb{R}^d) \to \mathbb{R}
\]

on the vector bundle \( \bigcup_{t \in [0, T]} D([0, t], \mathbb{R}^d) \). This is the original point of view developed in \([8, 21]\) but leads to slightly more complicated notations. We
will follow here the definition 5.1 which has the advantage of dealing with paths defined on a fixed interval and alleviating notations.

Any progressively-measurable process $Y$ on the filtered canonical space $(\Omega, (\mathcal{F}_t^0)_{t \in [0,T]})$ may in fact be represented \cite{19} Vol. I by such a non-anticipative functional $F$:

$$Y(t) = F(t, X(t \wedge .)) = F(t, X_t).$$

(3)

We will write: $Y = F(X)$. Conversely, any non-anticipative functional $F$ applied to $X$ yields a progressively-measurable process $Y(t) = F(t, X_t)$ adapted to the filtration $\mathcal{F}_t^0$.

We now define the notion of predictable functional as a non-anticipative functional whose value depends only on the past, but not the present value, of the path. Recall the notation:

$$\omega_{t-} = \omega_{1[0,t]} + \omega_{(t-)}1_{[t,T]}.$$

**Definition 5.2 (Predictable functional).** A non-anticipative functional $F : (\Lambda_T, d_\infty) \rightarrow \mathbb{R}$ is called predictable if

$$\forall (t, \omega) \in \Lambda_T, \quad F(t, \omega) = F(t, \omega_{t-}).$$

This terminology is justified by the following property: if $X$ is a cadlag, $\mathcal{F}_t$–adapted process and $F$ is a predictable functional then $Y(t) = F(t, X_t)$ defines an $\mathcal{F}_t$–predictable process.

Having equipped the space of stopped paths with the metric $d_\infty$, we can now define various notions of continuity for non-anticipative functionals.

**Definition 5.3 (Joint continuity in $(t, \omega)$).** A continuous non-anticipative functional is a continuous map $F : (\Lambda_T, d_\infty) \rightarrow \mathbb{R}$: \( \forall (t, \omega) \in \Lambda_T, \)

$$\forall \epsilon > 0, \exists \eta > 0, \forall (t', \omega') \in \Lambda_T, \\left( d_\infty((t, \omega), (t', \omega')) < \eta \Rightarrow |F(t, \omega) - F(t', \omega')| < \epsilon \right).$$

The set of continuous non-anticipative functionals is denoted $C^{0,0}(\Lambda_T)$.

A non-anticipative functional $F$ is said to be **continuous at fixed times** if for all $t \in [0,T]$; the map

$$F(t, .) : (D([0,T], \mathbb{R}^d), \| \cdot \|_\infty) \rightarrow \mathbb{R}$$

is continuous.

The following notion, which we will use most, distinguishes the time variable and is more adapted to probabilistic applications:

**Definition 5.4 (Left-continuous non-anticipative functionals).** Define $C_{t-}^{0,0}(\Lambda_T)$ as the set of non-anticipative functionals $F$ which are continuous at fixed times and which satisfy

$$\forall (t, \omega) \in \Lambda_T, \quad \forall \epsilon > 0, \exists \eta > 0, \forall (t', \omega') \in \Lambda_T, \quad [t' < t \quad \text{and} \quad d_\infty((t, \omega), (t', \omega')) < \eta] \Rightarrow |F(t, \omega) - F(t', \omega')| < \epsilon.$$
The image of a left-continuous path by a left-continuous functional is again left-continuous: \( \forall F \in C_{0}^{0}(\Lambda_{T}), \forall \omega \in D([0, T], \mathbb{R}^d), \ t \mapsto F(t, \omega_{t-}) \) is left-continuous.

Let \( U \) be a cadlag \( F_{t}^{0} \)-adapted process. A non-anticipative functional \( F \) applied to \( U \) generates a process adapted to the natural filtration \( F_{t}^{U} \) of \( U \):

\[
Y(t) = F(t, \{ U(s), 0 \leq s \leq t \}) = F(t, U_{t}).
\]

(4)

The following result is shown in [8, Proposition 1]:

**Proposition 5.5.** Let \( F \in C_{t}^{0,0}(\Lambda_{T}) \) and \( U \) be a cadlag \( F_{t}^{0} \)-adapted process. Then

- \( Y(t) = F(t, U_{1-}) \) is a left-continuous \( F_{t}^{0} \)-adapted process.
- \( Z : [0, T] \times \Omega \to F(t, U_{t}(\omega)) \) is an optional process.
- If \( F \in C_{t}^{0,0}(\Lambda_{T}) \) then \( Z(t) = F(t, U_{t}) \) is a cadlag process, continuous at all continuity points of \( U \).

We also introduce a notion of 'local boundedness' for functionals: we call a functional \( F \) "boundedness preserving" if it is bounded on each bounded set of paths:

**Definition 5.6 (Boundedness-preserving functionals).** Define \( B(\Lambda_{T}) \) as the set of non-anticipative functionals \( F : \Lambda_{T} \to \mathbb{R} \) such that for any compact \( K \subset \mathbb{R}^d \) and \( t_{0} < T \),

\[
\exists C_{K,t_{0}} > 0, \forall t \leq t_{0}, \forall \omega \in D([0, T], \mathbb{R}^d), \ \omega([0, t]) \subset K \Rightarrow |F(t, \omega)| \leq C_{K,t_{0}}. \quad (5)
\]

### 5.2 Horizontal and vertical derivatives

To understand the key idea behind this pathwise calculus, consider first the case of a non-anticipative functional \( F \) applied to a piecewise-constant path

\[
\omega = \sum_{k=1}^{n} x_{k} 1_{[t_{k}, t_{k+1}[} \in D([0, T], \mathbb{R}^d).
\]

Any such piecewise-constant path \( \omega \) is obtained by a finite sequence of operations consisting of

- "horizontal stretching" of the path from \( t_{k} \) to \( t_{k+1} \), followed by
- the addition of a jump at each discontinuity point.

In terms of the stopped path \((t, \omega)\), these two operations correspond to

- incrementing the first component: \((t_{k}, \omega_{t_{k}}) \to (t_{k+1}, \omega_{t_{k}})\)
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• shifting the path by \((x_{k+1} - x_k)1_{[t_k+1, t]}\):

\[
\omega_{t_{k+1}} = \omega_{t_k} + (x_{k+1} - x_k)1_{[t_{k+1}, t]}
\]

The variation of a non-anticipative functional along \(\omega\) can also be decomposed into the corresponding ‘horizontal’ and ‘vertical’ increments:

\[
F(t_{k+1}, \omega_{t_{k+1}}) - F(t_k, \omega_{t_k}) = F(t_{k+1}, \omega_{t_{k+1}}) - F(t_{k+1}, \omega_{t_k}) + F(t_{k+1}, \omega_{t_k}) - F(t_k, \omega_{t_k})
\]

(6)

Thus, if one can control the behavior of \(F\) under these two types of path perturbations, then one can compute the variations of \(F\) along any piecewise constant path \(\omega\). If, furthermore, these operations may be controlled with respect to the supremum norm, then one can use a density argument to extend this construction to all cadlag paths.

Dupire [21] formalized this idea by introducing directional derivatives corresponding to infinitesimal versions of these variations: the horizontal and vertical derivatives, which we now define.

### 5.2.1 Horizontal derivative

Let us introduce the notion of horizontal extension of a stopped path \((t, \omega_t)\) to \([0, t + h]\): this is simply the stopped path \((t + h, \omega_t)\). Denoting \(\omega_t = \omega(t \wedge \cdot)\), recall that for any non-anticipative functional,

\[
\forall (t, \omega) \in [0, T] \times D([0, T], \mathbb{R}^d), \quad F(t, \omega) = F(t, \omega_t).
\]

(7)

**Definition 5.7** (Horizontal derivative). A non-anticipative functional \(F : \Lambda_T \to \mathbb{R}\) is said to be horizontally differentiable at \((t, \omega) \in \Lambda_T\) if the limit

\[
\mathcal{D}F(t, \omega) = \lim_{h \to 0^+} \frac{F(t + h, \omega_t) - F(t, \omega_t)}{h}
\]

exists. (8)

We will call \(\mathcal{D}F(t, \omega)\) the horizontal derivative \(\mathcal{D}F\) of \(F\) at \((t, \omega)\).

Importantly, note that given the non-anticipative nature of \(F\), the first term in the numerator in [8] depends on \(\omega_t = \omega(t \wedge \cdot)\), not \(\omega_{t+h}\). If \(F\) is horizontally differentiable at all \((t, \omega) \in \Lambda_T\), then the map \(\mathcal{D}F : (t, \omega) \to \mathcal{D}F(t, \omega)\) defines a non-anticipative functional which is \(\mathcal{F}^F_T\)-measurable, without any assumption on the right-continuity of the filtration.

If \(F(t, \omega) = f(t, \omega(t))\) with \(f \in C^{1,1}([0, T] \times \mathbb{R}^d)\) then \(\mathcal{D}F(t, \omega) = \partial_x f(t, \omega(t))\) is simply the partial (right) derivative in \(t\): the horizontal derivative is thus an extension of the notion of 'partial derivative in time' for non-anticipative functionals.
5.2.2 Vertical derivative

We now define the Dupire derivative or vertical derivative of a non-anticipative functional \[21, 8\]: this derivative captures the sensitivity of a functional to a 'vertical' perturbation

\[ \omega_t^e = \omega_t + e1_{[t,T]} \] (9)

of a stopped path \((t, \omega)\).

**Definition 5.8** (Vertical derivative [21]). A non-anticipative functional \(F\) is said to be vertically differentiable at \((t, \omega) \in \Lambda_T\) if the map

\[ \mathbb{R}^d \rightarrow \mathbb{R} \]

\[ e \rightarrow F(t, \omega_t + e1_{[t,T]}) \]

is differentiable at 0. Its gradient at 0 is called the vertical derivative of \(F\) at \((t, \omega)\):

\[ \nabla_\omega F(t, \omega) = (\partial_i F(t, \omega), \ i = 1..d) \] where

\[ \partial_i F(t, \omega) = \lim_{h \rightarrow 0} \frac{F(t, \omega_t + he1_{[t,T]}) - F(t, \omega_t)}{h} \] (10)

If \(F\) is vertically differentiable at all \((t, \omega) \in \Lambda_T\) then \(\nabla_\omega F\) is a non-anticipative functional called the vertical derivative of \(F\).

For each \(e \in \mathbb{R}^d\), \(\nabla_\omega F(t, \omega).e\) is simply the directional derivative of \(F(t,.)\) in the direction \(1_{[t,T]}e\). A similar notion of functional derivative was introduced by Fliess [30] in the context of optimal control, for causal functionals on bounded variation paths.

Note that \(\nabla_\omega F(t, \omega)\) is 'local' in time: \(\nabla_\omega F(t, \omega)\) only depends on the partial map \(F(t,.\) in the direction \(1_{[t,T]}e\). However, even if \(\omega \in C^0([0, T], \mathbb{R}^d)\) to compute \(\nabla_\omega F(t, \omega)\) we need to compute \(F\) outside \(C^0([0, T], \mathbb{R}^d)\). Also, all terms in (10) only depend on \(\omega\) through \(\omega_t = \omega(t \wedge .)\) so, if \(F\) is vertically differentiable, then

\[ \nabla_\omega F : (t, \omega) \rightarrow \nabla_\omega F(t, \omega) \]

defines a non-anticipative functional. This is due to the fact that the perturbations involved only affect the future portion of the path, in contrast, for example, with the Fréchet derivative, which involves perturbing in all directions. One may repeat this operation on \(\nabla_\omega F\) and define \(\nabla_\omega^2 F, \nabla_\omega^k F, \ldots\). For instance, \(\nabla_\omega^2 F(t, \omega)\) is defined as the gradient (if it exists) at 0 of the map

\[ e \in \mathbb{R}^d \rightarrow \nabla_\omega F(t, \omega + e1_{[t,T]}) \] (11)
Figure 1: The **vertical** perturbation \((t, \omega_e)\) of the stopped path \((t, \omega) \in \Lambda_T\) in the direction \(e \in \mathbb{R}^d\) is obtained by shifting the *future portion of the path* by \(e\):

\[ \omega_e^\tau = \omega_t + e 1_{[t, T]}. \]
5.2.3 Regular functionals

A special role is played by non-anticipative functionals which are horizontally differentiable, twice vertically differentiable and whose derivatives are left-continuous in the sense of Definition 5.4 and boundedness-preserving (in the sense of Definition 5.6):

**Definition 5.9** ($C_{1,2}^{1,2}$ functionals). Define $C_{1,2}^{1,2}(\Lambda_T)$ as the set of left-continuous functionals $F \in C_0(\Lambda_T)$ such that

1. $F$ admits a horizontal derivative $DF(t, \omega)$ for all $(t, \omega) \in \Lambda_T$ and $DF(t, \omega) : (D([0, T], \mathbb{R}^d, \|\cdot\|_\infty) \rightarrow \mathbb{R}$ is continuous for each $t \in [0, T]$.
2. $\nabla \omega F, \nabla^2 \omega F \in C_0(\Lambda_T)$ such that
3. $DF, \nabla \omega F, \nabla^2 \omega F \in B(\Lambda_T)$ (see Definition 5.6).

Similarly, we can define the class $C_{1,k}^{1,k}(\Lambda_T)$.

Note that this definition only involves certain directional derivatives and is therefore much weaker than requiring (even first order) Fréchet or even Gâteaux-differentiability: it is easy to construct examples of $F \in C_{1,2}^{1,2}(\Lambda_T)$ for which even the first-order Fréchet derivative does not exist.

**Remark 5.10.** In the proofs of the key results below, one needs either left- or right-continuity of the derivatives but not both. The pathwise statements of this chapter and the results on functionals of continuous semimartingales hold in either case. For functionals to càdlàg semimartingales, however, left- and right continuity are not interchangeable.

We now give some fundamental examples of classes of smooth functionals.

**Example 5.11** (Cylindrical non-anticipative functionals). For $g \in C_0(\mathbb{R}^n \times \mathbb{R}^d)$, $h \in C^k(\mathbb{R}^d)$ with $h(0) = 0$, let

$$F(t, \omega) = h(\omega(t) - \omega(t_n^-)) \cdot 1_{t \geq t_n} g(\omega(t_1^-), \omega(t_2^-), ..., \omega(t_n^-)).$$

Then $F \in C_{1,k}^{1,k}(\Lambda_T)$ and

$$DF(t, \omega) = 0, \quad \text{and} \quad \forall j = 1..k,$$

$$\nabla_j F(t, \omega) = \nabla_j h(\omega(t) - \omega(t_n^-)) \cdot 1_{t \geq t_n} g(\omega(t_1^-), \omega(t_2^-), ..., \omega(t_n^-)).$$

We shall denote by $S(\pi_n, \Lambda_T)$ the space of cylindrical non-anticipative functionals piecewise constant along $\pi_n$, i.e. of the form

$$\phi(t, \omega) = \sum_{\pi_n} g_k(\omega(t_0^-), \omega(t_1^-), ..., \omega(t_n^-)) \cdot 1_{[t_k, t_{k+1}]}(t)$$

where $g_k \in C_0(\mathbb{R}^{(k+1)\times d})$ and by

$$S(\pi, \Lambda_T) = \bigcup_{n \geq 1} S(\pi_n, \Lambda_T)$$

the space of all 'simple' cylindrical non-anticipative functionals.
Example 5.12 (Integral functionals). Let $g \in C^0(\mathbb{R}^d)$ and $\rho : \mathbb{R}_+ \to \mathbb{R}$ be bounded and measurable. Define
\[
F(t, \omega) = \int_0^t g(\omega(u))\rho(u)du.
\] (13)

Then $F \in C^{1,\infty}(\Lambda_T)$, with
\[
DF(t, \omega) = g(\omega(t))\rho(t) \quad \nabla^j \omega F(t, \omega) = 0.
\]

Integral functionals of the type (13) are thus 'purely horizontal' (i.e., they have zero vertical derivative) while cylindrical functionals are 'purely vertical' (they have zero horizontal derivative). We will see, in Section 5.3, that any smooth functional may in fact be decomposed into horizontal and vertical components.

Another important class of functionals are conditional expectation operators. We now give an example of smoothness result for such functionals [12]:

Example 5.13 (Weak Euler-Maruyama scheme). Let $\sigma : (\Lambda_T, d_\infty) \to \mathbb{R}^{d \times d}$ be a Lipschitz map and $W$ a Wiener process on $(\Omega, \mathcal{F}, \mathbb{P})$. Then the path-dependent SDE
\[
X(t) = X(0) + \int_0^t \sigma(u, X_u) dW(u)
\] (14)

has a unique $\mathcal{F}_t^W$–adapted strong solution. The (piecewise-constant) Euler-Maruyama approximation for (14) then defines a non-anticipative functional $nX$, given by the recursion
\[
nX(t_{j+1}, \omega) = nX(t_j, \omega) + \sigma(t_j, nX_{t_j}(\omega)) \cdot (\omega(t_{j+1}) - \omega(t_j)).
\] (15)

For a Lipschitz functional $g : (D([0, T], \mathbb{R}^d), \|\cdot\|_\infty) \to \mathbb{R}$, consider the 'weak Euler approximation'
\[
F_n(t, \omega) = \mathbb{E} \left[ g(nX_T(W_T)) | \mathcal{F}_t^W \right] (\omega).
\] (16)

for the conditional expectation $\mathbb{E} \left[ g(X_T) | \mathcal{F}_t^W \right]$, computed by initializing the scheme on $[0, t]$ with $\omega$ and then iterating (15) with the increments of the Wiener process between $t$ and $T$. Then $F_n \in C^1_{b}(\Lambda_T)$ [12].

This last example implies that a large class of functionals defined as conditional expectations may be approximated in $L^p$ norm by smooth functionals [12]. We will revisit this important point in Section 7.

If $F \in C^{1,2}(\Lambda_T)$, then for any $(t, \omega) \in \Lambda_T$ the map
\[
g_{(t, \omega)} : e \in \mathbb{R}^d \mapsto F(t, \omega + e1_{[t,T]})
\]
is twice continuously differentiable on a neighborhood of the origin and
\[ \nabla_\omega F(t, \omega) = \nabla g(t, \omega)(0), \quad \text{and} \quad \nabla^2_\omega F(t, \omega) = \nabla^2 g(t, \omega)(0). \]

A second-order Taylor expansion of the map \( g(t, \omega) \) at the origin yields that any \( F \in C^1_b(\Lambda_T) \) admits a second-order Taylor expansion with respect to a vertical perturbation:
\[ \forall (t, \omega) \in \Lambda_T, \forall e \in \mathbb{R}^d, \]  
\[ F(t, \omega + e1_{[t,T]}) = F(t, \omega) + \nabla_\omega F(t, \omega).e + \frac{1}{2} \nabla^2_\omega F(t, \omega).e.e + o(\|e\|^2) \]

Schwarz’s theorem applied to \( g(t, \omega) \) then entails that \( \nabla^2_\omega F(t, \omega) \) is a symmetric matrix. As is well known, the assumption of continuity of the derivatives cannot be relaxed in Schwarz’s theorem, so one can easily construct counterexamples where \( \nabla^2_\omega F(t, \omega) \) exists but is not symmetric by removing the continuity requirement on \( \nabla^2_\omega F \).

However, unlike the usual partial derivatives in finite dimensions, the horizontal and vertical derivative do not commute: in general
\[ D(\nabla_\omega F) \neq \nabla_\omega (DF). \]

This stems from the fact that the elementary operations of ‘horizontal extension’ and ‘vertical perturbation’ defined above do not commute: a horizontal extension of the stopped path \((t, \omega)\) to \( t + h \) followed by a vertical perturbation yields the path \( \omega_t + e1_{[t+h,T]} \) while a vertical perturbation at \( t \) followed by a horizontal extension to \( t + h \) yields
\[ \omega_t + e1_{[t,T]} \neq \omega_t + e1_{[t+h,T]}. \]

Note that these two paths have the same value at \( t + h \), so only functionals which are truly path-dependent (as opposed to functions of the path at a single point in time) will be affected by this lack of commutativity. Thus, the ‘functional Lie bracket’
\[ [\mathcal{D}, \nabla_\omega]F = D(\nabla_\omega F) - \nabla_\omega (DF) \]

may be used to quantify the ‘path-dependency’ of \( F \).

**Example 5.14.** Let \( F \) be the integral functional given in Example [5.12] with \( g \in C^1(\mathbb{R}^d) \). Then, \( \nabla_\omega F(t, \omega) = 0 \) so \( D(\nabla_\omega F) = 0 \). However, \( DF(t, \omega) = g(\omega(t)) \) so
\[ \nabla_\omega DF(t, \omega) = \nabla g(\omega(t)) \neq D(\nabla_\omega F)(t, \omega) = 0. \]

**Locally regular functionals** Many examples of functionals, especially those involving exit times, may fail to be globally smooth but their derivatives may still be well behaved except at certain stopping times. The following is a prototypical example of a functional involving exit times:
Example 5.15 (A functional involving exit times). Let $W$ be real Brownian motion, $b > 0$, $M(t) = \sup_{0 \leq s \leq t} W(s)$. Consider the $\mathcal{F}_t^W$-adapted martingale:

$$Y(t) = E[1_{M(t) \geq b}\mathcal{F}_t^W].$$

Then $Y$ has the functional representation $Y(t) = F(t, W_t)$ where

$$F(t, \omega) = 1_{\sup_{0 \leq s \leq t} \omega(s) \geq b} + 1_{\sup_{0 \leq s \leq t} \omega(s) < b} \left[ 2 - 2N\left( \frac{b - \omega(t)}{\sqrt{T-t}} \right) \right]$$

where $N$ is the $N(0,1)$ distribution. $F \notin \mathcal{C}^{0,0}_{\text{loc}}$: a path $\omega_t$ where $\omega(t) < b$ but $\sup_{0 \leq s \leq t} \omega(s) = b$ can be approximated in sup norm by paths where $\sup_{0 \leq s \leq t} \omega(s) < b$. However, one can easily check that $\nabla \omega F$, $\nabla^2 \omega F$ and $D F$ exist almost everywhere.

Recall that a stopping time (or non-anticipative random time) on $(\Omega, (\mathcal{F}_t^0)_{t \in [0,T]})$ is a measurable map $\tau : \Omega \to [0, \infty)$ such that

$$\forall t \geq 0, \{\omega \in \Omega, \tau(\omega) \leq t\} \in \mathcal{F}_t^0.$$

In the example above, regularity holds except on the graph of a certain stopping time. This motivates the following definition:

Definition 5.16 ($\mathcal{C}^{1,2}_{\text{loc}}(\Lambda_T)$). $F \in \mathcal{C}^{0,0}_b(\Lambda_T)$ is said to be **locally regular** if there exists an increasing sequence $(\tau_k)_{k \geq 0}$ of stopping times with $\tau_0 = 0$, $\tau_k \uparrow \infty$ and $F^k \in \mathcal{C}^{1,2}_b(\Lambda_T)$ such that

$$F(t, \omega) = \sum_{k \geq 0} F^k(t, \omega)1_{[\tau_k(\omega), \tau_{k+1}(\omega))}(t)$$

Note that $\mathcal{C}^{1,2}_b(\Lambda_T) \subset \mathcal{C}^{1,2}_{\text{loc}}(\Lambda_T)$ but the notion of local regularity allows discontinuities or explosions at the times described by $(\tau_k, k \geq 1)$.

Revisiting Example 5.15, we can see that Definition 5.16 applies: recall that

$$F(t, \omega) = 1_{\sup_{0 \leq s \leq t} \omega(s) \geq b} + 1_{\sup_{0 \leq s \leq t} \omega(s) < b} \left[ 2 - 2N\left( \frac{b - \omega(t)}{\sqrt{T-t}} \right) \right].$$

If we define

$$\tau_i(\omega) = \inf\{t \geq 0|\omega(t) = b\} \wedge T, \quad F^0(t, \omega) = 2 - 2N\left( \frac{b - \omega(t)}{\sqrt{T-t}} \right),$$

$$\tau_i(\omega) = T + i - 2, \quad \text{for } i \geq 2; \quad F^i(t, \omega) = 1, i \geq 1,$$

then $F^i \in \mathcal{C}^{1,2}_b(\Lambda_T)$, so $F \in \mathcal{C}^{1,2}_{\text{loc}}(\Lambda_T)$.

### 5.3 Pathwise integration and functional change of variable formula

In his seminal paper *Calcul d’Itô sans probabilités*, Hans Föllmer proposed a non-probabilistic version of the Itô formula: Föllmer showed that if a cadlag
(right continuous with left limits) function $x$ has finite quadratic variation along some sequence $\pi_n = (0 = t^n_0 < t^n_1 < t^n_n = T)$ of partitions of $[0, T]$ with step size decreasing to zero, then for $f \in C^2(\mathbb{R}^d)$ one can define the pathwise integral
\[ \int_0^T \nabla f(x(t)) d^n x = \lim_{n \to \infty} \sum_{i=0}^{n-1} \nabla f(x(t^n_i)).(x(t^n_{i+1}) - x(t^n_i)) \] (20)
as a limit of Riemann sums along the sequence $\pi = (\pi_n)_{n \geq 1}$ of partitions and obtain a change of variable formula for this integral. We now revisit the approach of Föllmer and show how it may be combined with Dupire’s directional derivatives to obtain a pathwise change of variable formula for functionals in $C^{1,2}_{\text{loc}}(\Delta T)$.

### 5.3.1 Quadratic variation of a path along a sequence of partitions

We first define the notion of quadratic variation of a path along a sequence of partitions. Our presentation is different from Föllmer but can be shown to be mathematically equivalent.

Throughout this section we denote by $\pi = (\pi_n)_{n \geq 1}$ a sequence of partitions of $[0, T]$ into intervals:
\[ \pi_n = (0 = t^n_0 < t^n_1 < \ldots < t^n_{k(n)} = T). \]
$|\pi_n| = \sup\{|t^n_{i+1} - t^n_i|, i = 1..k(n)\}$ will denote the mesh size of the partition.

As an example, one can keep in mind the dyadic partition, for which $t^n_i = iT/2^n, i = 0..k(n) = 2^n$, and $|\pi_n| = 2^{-n}$. This is an example of a nested sequence of partitions: for $n \geq m$, every interval $[t^n_i, t^n_{i+1}]$ of the partition $\pi_n$ is included in one of the intervals of $\pi_m$. Unless specified, we will assume that the sequence $\pi_n$ is a nested sequence of partitions.

**Definition 5.17** (Quadratic variation of a path along a sequence of partitions). Let $\pi_n = (0 = t^n_0 < t^n_1 < t^n_{k(n)} = T)$ be a sequence of partitions of $[0, T]$ with step size decreasing to zero. A càdlàg path $x \in D([0, T], \mathbb{R})$ is said to have finite quadratic variation along the sequence of partitions $(\pi_n)_{n \geq 1}$ if for any $t \in [0, T]$ the limit
\[ [x](t) := \lim_{n \to \infty} \sum_{t^n_{i+1} \leq t} (x(t^n_{i+1}) - x(t^n_i))^2 < \infty \] (21)
exists and the increasing function $[x]$ has Lebesgue decomposition
\[ [x]_\pi(t) = [x]^c_\pi(t) + \sum_{0 < s \leq t} |\Delta x(s)|^2 \]
where $[x]^c_\pi$ is a continuous, increasing function.

The increasing function $[x] : [0, T] \to \mathbb{R}_+$ defined by (21) is then called the quadratic variation of the path $x$ along the sequence of partitions $\pi = (\pi_n)_{n \geq 1}$ and $[x]^c_\pi$ is the continuous quadratic variation of $x$ along $\pi$. 
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Note that the sequence of sums in (21) need not be a monotone sequence and its convergence is far from obvious in general.

In general the quadratic variation of a path $x$ along a sequence of partitions $\pi$ depends on the choice of the sequence $\pi$, as the following example shows.

**Example 5.18.** Let $\omega \in C^0([0,1], \mathbb{R})$ be an arbitrary continuous function. Lecturees.

This example shows that ‘having finite quadratic variation along some sequence of partitions’ is not an interesting property and that the notion of quadratic variation along a sequence of partitions depends on the chosen partition. Definition 5.19 becomes non-trivial only if one fixes the partition beforehand. In the sequel, we fix a sequence $\pi = (\pi_n, n \geq 1)$ of partitions with $|\pi_n| \to 0$ and all limits will be considered along the same sequence $\pi$, thus enabling us to drop the subscript in $[x]_\pi$ whenever the context is clear.

The notion of quadratic variation along a sequence of partitions is different from the p-variation of the path $\omega$ for $p = 2$: the p-variation involves taking a supremum over all partitions, not necessarily formed of intervals, whereas (21) is a limit taken along a given sequence $(\pi_n)_{n \geq 1}$. In general $[x]_\pi$ given by (21) is smaller than the 2-variation and there are many situations where the 2-variation is infinite while the limit in (21) is finite. This is in fact the case for instance for typical paths of Brownian motion, which have finite quadratic variation along any sequence of partitions with mesh size $o(1/\log n)$ [20] but have infinite p-variation almost surely for $p \leq 2$ [73].

The extension of this notion to vector-valued paths is somewhat subtle [31]:

**Definition 5.19.** A d-dimensional path $x = (x^1, ..., x^d) \in D([0,T], \mathbb{R}^d)$ is said to have finite quadratic variation along $\pi = (\pi_n)_{n \geq 1}$ if $x^i \in Q^\pi([0,T], \mathbb{R})$ and $x^i + x^j \in Q^\pi([0,T], \mathbb{R})$ for all $i, j = 1..d$. Then for any $i, j = 1..d$ and $t \in [0,T]$, we have

$$\sum_{t^*_k \in \pi_n, t^*_k \leq t} (x^i(t^*_k) - x^i(t^*_k+1)).(x^j(t^*_k) - x^j(t^*_k+1)) \rightarrow [x_{ij}](t) = \frac{[x^i + x^j](t) - [x^i](t) - [x^j](t)}{2}.$$ 

The matrix-valued function $[x] : [0,T] \to S^+_d$ whose elements are given by

$$[x]_{ij}(t) = \frac{[x^i + x^j](t) - [x^i](t) - [x^j](t)}{2}$$

is called the quadratic covariation of the path $x$: for any $t \in [0,T]$,

$$\sum_{t^*_k \in \pi_n, t^*_k \leq t} (x(t^*_k) - x(t^*_k+1)).(x(t^*_k) - x(t^*_k+1)) \rightarrow [x](t) \in S^+_d$$

and $[x]$ is increasing in the sense of the order on positive symmetric matrices: for $h \geq 0$, $[x](t+h) - [x](t) \in S^+_d$.

We denote $Q^\pi([0,T], \mathbb{R}^d)$ the set of $\mathbb{R}^d$-valued cadlag paths with finite quadratic variation with respect to the partition $\pi = (\pi_n)_{n \geq 1}$. 
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Remark 5.20. Note that Definition 5.19 requires that $x^i + x^j \in Q^\sigma([0, T], \mathbb{R})$: this does not necessarily follow from requiring $x^i, x^j \in Q^\sigma([0, T], \mathbb{R})$. Indeed, denoting $\delta x^i = x^i(t_{k+1}) - x^i(t_k)$, we have

$$|\delta x^i + \delta x^j|^2 = |\delta x^i|^2 + |\delta x^j|^2 + 2\delta x^i \delta x^j$$

and the cross-product may be positive, negative, or have an oscillating sign which may prevent convergence of the series $\sum_n \delta x^i \delta x^j$ (for counterexamples, see [64] Schied, Alexander ). However, if $x^i, x^j$ are differentiable functions of the same path $\omega$ i.e. $x^i = f_i(\omega)$ with $f_i \in C^1(\mathbb{R}^d, \mathbb{R})$ then

$$\delta x^i \delta x^j = f'_i(\omega(t^n_k)) f'_j(\omega(t^n_k)) |\delta \omega|^2 + o(|\delta \omega|^2)$$

so $\sum_n \delta x^i \delta x^j$ converges and

$$\lim_{n \to \infty} \sum_n \delta x^i \delta x^j = [x^i, x^j]$$

is well-defined. This remark is connected to the notion of 'controlled rough path' introduced by Gubinelli [35], see Remark 5.25 below.

For any $x \in Q^\sigma([0, T], \mathbb{R}^d)$, since $[x] : [0, T] \to S^+_d$ is increasing (in the sense of the order on $S^+_d$), we can define the Riemann-Stieltjes integral $\int_0^T f \, dx[x]$ for any $f \in C^0_b([0, T])$. A key property of $Q^\sigma([0, T], \mathbb{R}^d)$ is the following:

**Proposition 5.21** (Uniform convergence of quadratic Riemann sums).

$\forall \omega \in Q^\sigma([0, T], \mathbb{R}^d), \forall h \in C^0_b([0, T], \mathbb{R}^{d \times d}), \forall t \in [0, T]$,

$$\sum_{t^n_i \in \pi_n, t^n_i \leq t} \operatorname{tr} \left( h(t^n_i) \left( \omega(t^n_{i+1}) - \omega(t^n_i) \right) \right) \to \int_0^t h \, d[\omega],$$

where we use the notation $<A, B> = \operatorname{tr}(A^T B)$ for $A, B \in \mathbb{R}^{d \times d}$.

Furthermore, if $\omega \in C^0([0, T], \mathbb{R})$, the convergence is uniform in $t \in [0, T]$.

**Proof.** It suffices to show this property for $d = 1$. Let $\omega \in Q^\sigma([0, T], \mathbb{R}), h \in D([0, T], \mathbb{R})$. Then the integral $\int_0^t h \, d[\omega]$ may be defined as a limit of Riemann sums:

$$\int_0^t h \, d[\omega] = \lim_{n \to \infty} \sum_{\pi_n} h(t^n_i) \left( [\omega](t^n_{i+1}) - [\omega](t^n_i) \right).$$

Using the definition of $[\omega]$, the result is thus true for $h : [0, T] \to \mathbb{R}$ of the form $h = \sum_{\pi_n} a_k 1_{[t^n_k, t^n_{k+1}]}$. Consider now $h \in C^0_b([0, T], \mathbb{R})$ and define the piecewise constant approximations

$$h^n = \sum_{\pi_n} h(t^n_k) 1_{[t^n_k, t^n_{k+1}]}.$$
Then $h^n$ converges uniformly to $h$: $\|h - h^n\|_{\infty} \to 0$ as $n \to \infty$, and for each $n \geq 1$,
$$\sum_{t^k_i \in \pi_k, t^k_i \leq t} h^n(t^k_i)(\omega(t^k_i) - \omega(t^k_{i+1}))^2 \to \int_0^T h^nd[\omega].$$
Since $h$ is bounded on $[0, T]$ this sequence is dominated; we can then conclude using a diagonal convergence argument.

Proposition 5.21 implies weak convergence on $[0, T]$ of the discrete measures
$$\xi^n = \sum_{i=0}^{k(n)-1} (\omega(t^n_{i+1}) - \omega(t^n_i))^2 \delta_{t^n_i} \to \xi = d[\omega]$$
(23)
where $\delta_t$ is the Dirac measure (point mass) at $t$.

### 5.3.2 Functional change of variable formula

Consider now a path $\omega \in Q^\pi([0, T], \mathbb{R}^d)$ with finite quadratic variation along $\pi$. Since $\omega$ has at most a countable set of jump times, we may always assume that the partition 'exhausts' the jump times in the sense that
$$\sup_{t \in [0, T] - \pi_n} |\omega(t) - \omega(t^-)| \to 0.$$  
(24)

Then the piecewise-constant approximation
$$\omega^n(t) = \sum_{i=0}^{k(n)-1} \omega(t_{i+1}^-)1_{[t_i, t_{i+1})}(t) + \omega(T)1_{[T]}(t)$$
(25)
converges uniformly to $\omega$:
$$\sup_{t \in [0, T]} \|\omega^n(t) - \omega(t)\| \to 0.$$  
(26)

Note that with the notation (25), $\omega^n(t^n_i -) = \omega(t^n_i)$ but $\omega^n(t^n_i) = \omega(t^n_{i+1}^-)$. If we define
$$\omega^{n, \Delta\omega(t^n_i)} = \omega^n + \Delta\omega(t^n_i)1_{[t^n_i, T]}, \quad \omega^{n, \Delta\omega(t^n_i)}(t^n_i) = \omega(t^n_i).$$

By decomposing the variations of the functional into vertical and horizontal increments along the partition $\pi_n$, we obtain the following pathwise change of variable formula for $C_{1,2}(\Lambda_T)$ functionals, derived in [8]:

---

2In fact this weak convergence property was used by Föllmer [31] Föllmer, Hans as the definition of pathwise quadratic variation. We use the more natural definition (Def. 5.17) of which Proposition 5.21 is a consequence.
\textbf{Theorem 5.22} (Pathwise change of variable formula for $\mathbb{C}^{1,2}$ functionals \cite{8}). Let $\omega \in Q^p([0, T], \mathbb{R}^d)$ verifying (24). Then for any $F \in \mathbb{C}^{1,2}_{loc}(\Lambda_T)$ the limit

$$\int_0^T \nabla_\omega F(t, \omega_{t-})d\tau \omega := \lim_{n \to \infty} \sum_{i=0}^{k(n)-1} \nabla_\omega F(t^n_i, \omega_n^{i\Delta \omega(t^n_i)}) \cdot (\omega(t^n_{i+1}) - \omega(t^n_i)) \quad (27)$$

exists and

$$F(T, \omega_T) - F(0, \omega_0) = \int_0^T DF(t, \omega_t)dt + \int_0^T \frac{1}{2} \text{tr} \left( \nabla^2_\omega F(t, \omega_{t-})d[\omega]^c(t) \right) + \int_0^T \nabla_\omega F(t, \omega_{t-})d\tau_\omega + \sum_{t \in [0, T]} |F(t, \omega_t) - F(t, \omega_{t-}) - \nabla_\omega F(t, \omega_{t-}) \Delta \omega(t)| \cdot (28)$$

The detailed proof of \textbf{Theorem 5.22} may be found in \cite{8} under more general assumptions. Here we reproduce a simplified version of this proof, in the case where $\omega$ is continuous.

\textbf{Proof.} First, we note that up to localization by a sequence of stopping times, we can assume that $F \in \mathbb{C}^{1,2}_b(\Lambda_T)$, which we shall do in the sequel. Denote $\delta \omega^n_i = \omega(t^n_{i+1}) - \omega(t^n_i)$. Since $\omega$ is continuous on $[0, T]$, it is uniformly continuous so

$$\eta_n = \sup \{|\omega(u) - \omega(t^n_i)| + |t^n_{i+1} - t^n_i|, 0 \leq i \leq k(n) - 1, u \in [t^n_i, t^n_{i+1}] \} \to 0$$

Since $\nabla^2_\omega F, DF$ satisfy the boundedness-preserving property \cite{5}, for $n$ sufficiently large there exists $C > 0$ such that

$$\forall t < T, \forall \omega' \in \Lambda_T, \quad d_\omega((t, \omega), (t', \omega')) < \eta_n \Rightarrow |DF(t', \omega')| \leq C, |\nabla^2_\omega F(t', \omega')| \leq C$$

For $i \leq k(n) - 1$, consider the decomposition of increments into 'horizontal' and 'vertical' terms:

$$F(t^n_{i+1}, \omega^n_{i+1}) - F(t^n_i, \omega^n_i) = F(t^n_{i+1}, \omega_{i+1}^{n\Delta \omega(t^n_i)}) - F(t^n_i, \omega^n_i) + F(t^n_i, \omega^n_i) - F(t^n_i, \omega^n_{i+1}) \quad (29)$$

The first term in (29) can be written $\psi(h^n_i) - \psi(0)$ where $h^n_i = t^n_{i+1} - t^n_i$ and

$$\psi(u) = F(t^n_i + u, \omega^n_i). \quad (30)$$

Since $F \in \mathbb{C}^{1,2}(\Lambda_T)$, $\psi$ is right-differentiable. Moreover by Proposition 5.5 $\psi$ is left-continuous, so:

$$F(t^n_{i+1}, \omega^n_{i+1}) - F(t^n_i, \omega^n_i) = \int_0^{t^n_{i+1} - t^n_i} DF(t^n_i + u, \omega^n_i)du \quad (31)$$

The second term in (29) can be written $\phi(\delta \omega^n_i) - \phi(0)$, where:

$$\phi(u) = F(t^n_i, \omega^n_i + u1_{[t^n_i, T]}) \quad (32)$$
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Since $F \in C^{1,2}_b(\Lambda_T)$, $\phi \in C^2(\mathbb{R}^d)$ with:

$$\nabla \phi(u) = \nabla F(t^n_i, \omega^n_i_{-}) + u1_{[t^n_i, T]}$$

$$\nabla^2 \phi(u) = \nabla^2 F(t^n_i, \omega^n_i_{-}) + u1_{[t^n_i, T]}.$$ 

A second order Taylor expansion of $\phi$ at $u = 0$ yields

$$F(t^n_i, \omega^n_i_{-}) - F(t^n_i, \omega^n_i_{-}) = \nabla_F F(t^n_i, \omega^n_i_{-}) \delta \omega^n_i + \frac{1}{2} \text{tr} \left( \nabla^2_F F(t^n_i, \omega^n_i_{-}), t \delta \omega^n_i \delta \omega^n_i \right) + r^n_i$$

where $r^n_i$ is bounded by

$$K|\delta \omega^n_i|^2 \sup_{x \in B(0, n_0)} |\nabla^2_F F(t^n_i, \omega^n_i_{-}) + x 1_{[t^n_i, T]} - \nabla^2_F F(t^n_i, \omega^n_i_{-})|$$

(33)

Denote $i^n(t)$ the index such that $t \in [t^n_i(t), t^n_{i+1}(t)]$. We now sum all the terms above from $i = 0$ to $k(n) - 1$:

- The left-hand side of (29) yields $F(T, \omega^n_{-}) - F(0, \omega^n_0)$, which converges to $F(T, \omega_{-}) - F(0, \omega_0)$ by left-continuity of $F$ and this quantity equals $F(T, \omega_T) - F(0, \omega_0)$ since $\omega$ is continuous.

- The first line in the right-hand side can be written:

$$\int_0^T \mathcal{D}F(u, \omega^n_{i^n(u)}) du$$

(34)

where the integrand converges to $\mathcal{D}F(u, \omega_u)$ and is bounded by $C$. Hence the dominated convergence theorem applies and (34) converges to:

$$\int_0^T \mathcal{D}F(u, \omega_u) du$$

(35)

- The second line can be written:

$$\sum_{i=0}^{k(n)-1} \nabla_F F(t^n_i, \omega^n_i_{-}), (\omega(t^n_{i+1}) - \omega(t^n_i)) + \sum_{i=0}^{k(n)-1} \frac{1}{2} \text{tr} \left( \nabla^2_F F(t^n_i, \omega^n_i_{-}), t \delta \omega^n_i \delta \omega^n_i \right) + \sum_{i=0}^{k(n)-1} r^n_i.$$ 

The term $\nabla^2_F F(t^n_i, \omega^n_i_{-}) 1_{[t^n_{i}, t^n_{i+1}]}$ is bounded by $C$, and converges to $\nabla^2_F F(t, \omega_t)$ by left-continuity of $\nabla^2_F F$ and the paths of both are left-continuous by Proposition 5.5. We now use a ‘diagonal lemma’ for weak convergence of measures [8]:

**Lemma 5.23 (8).** Let $(\mu_n)_{n \geq 1}$ be a sequence of Radon measures on $[0, T]$ converging weakly to a Radon measure $\mu$ with no atoms, and $(f_n)_{n \geq 1}$, $f$ be left-continuous functions on $[0, T]$ with

$$\forall t \in [0, T], \lim_{n} f_n(t) = f(t) \quad \forall t \in [0, T], \|f_n(t)\| \leq K$$

then

$$\int_0^t f_n d\mu_n \xrightarrow{n \to \infty} \int_0^t f d\mu.$$

(36)

(37)
Applying the above lemma to the second term in the sum, we obtain:

\[
\int_0^T \frac{1}{2} \text{tr} \left( t \nabla_\omega^2 \tilde{F}(t^n_i, \omega^n_{i-1}) \right) d\xi^n \xrightarrow{n \to \infty} \int_0^T \frac{1}{2} \text{tr} \left( t \nabla_\omega^2 \tilde{F}(u, \omega_u) \right) d[\omega](u)
\]

Using the same lemma, since \( |r^n_i| \) is bounded by \( \epsilon^n_i|\delta \omega^n_i|^2 \) where \( \epsilon^n_i \) converges to 0 and is bounded by \( C \),

\[
\sum_{i=n(i)+1}^{i^n(t)-1} r^n_i \xrightarrow{n \to \infty} 0.
\]

Since all other terms converge as \( n \to \infty \), we conclude that the limit of the ‘Riemann sums’

\[
\lim_{n \to \infty} \sum_{i=0}^{k(n)-1} \nabla_\omega F(t^n_i, \omega^n_{i-1})(\omega(t^n_{i+1}) - \omega(t^n_i))
\]

exists: this is the pathwise integral \( \int \nabla_\omega F(t, \omega) d\pi_\omega \).

### 5.3.3 Pathwise integration for paths of finite quadratic variation

A by-product of Theorem 5.22 is that we can define, for \( \omega \in Q^p([0, T], \mathbb{R}^d) \), the pathwise integral \( \int_0^T \phi d\pi_\omega \) as a limit of non-anticipative Riemann sums:

\[
\int_0^T \phi d\pi_\omega := \lim_{n \to \infty} \sum_{i=0}^{k(n)-1} \phi \left( t^n_i, \omega^n_{i-1} \right) (\omega(t^n_{i+1}) - \omega(t^n_i))
\]

for any integrand of the form

\[
\phi(t, \omega) = \nabla_\omega F(t, \omega)
\]

where \( F \in C_{1,2}^{1,2}(\Lambda_T) \), without requiring that \( \omega \) be of finite variation. This construction extends Föllmer’s pathwise integral, defined in [31] for integrands of the form \( \phi = \nabla f \circ \omega \) with \( f \in C^2(\mathbb{R}^d) \), to path-dependent integrands of the form \( \phi(t, \omega) \) where \( \phi \) belongs to the space:

\[
V(\Lambda_T) = \{ \nabla_\omega F(\ldots), F \in C_{1,2}^{1,2}(\Lambda_T^d) \}
\]

where \( \Lambda_T^d \) denotes the space of \( \mathbb{R}^d \)-valued stopped cadlag paths. We call such integrands vertical 1-forms. Since, as noted before, the horizontal and vertical derivatives do not commute, \( V(\Lambda_T^d) \) does not coincide with \( C_{1,2}^{1,1}(\Lambda_T^d) \).

This set of integrands has a natural vector space structure and includes as subsets the space \( S(\Lambda_T) \) of simple predictable cylindrical functionals as well as Föllmer’s space of integrands \( \{ \nabla f, f \in C^2(\mathbb{R}^d, \mathbb{R}) \} \). For \( \phi = \nabla_\omega F \in V(\Lambda_T^d) \),
the pathwise integral $\int_0^T \phi(\cdot, \omega_\cdot) d\pi \omega$ is in fact given by
\[
\int_0^T \phi(t, \omega_t) d\pi \omega = F(T, \omega_T) - F(0, \omega_0) - \frac{1}{2} \int_0^T \langle \nabla_\omega \phi(t, \omega_t), d[\omega]_\pi \rangle \] \] 
\[ - \int_0^T DF(t, \omega_t) dt - \sum_{0 \leq s \leq T} F(t, \omega_t) - F(t, \omega_t) - \phi(t, \omega_t) \Delta \omega(t) \] \] 
(40)

The following proposition, whose proof is given in [6], summarizes some key properties of this integral:

**Proposition 5.24.** Let $\omega \in Q^\pi([0, T], \mathbb{R}^d)$. The pathwise integral (40) defines a map
\[ I_\omega : V(\Lambda^d_T) \rightarrow Q^\pi([0, T], \mathbb{R}^d) \]
\[ \phi \rightarrow \int_0^T \phi(t, \omega_t) d\pi \omega(t) \]
with the following properties:

1. **Pathwise isometry formula:** For all $\phi \in \mathcal{S}(\pi, \Lambda^d_T)$ and $t \in [0, T],
\[ [I_\omega(\phi)]_\pi(t) = \int_0^t \phi(t, \omega_t) d\pi \omega(t) = \int_0^d \langle \phi(u, \omega_u), d\omega_{\pi} \rangle >. \] \] 
(41)

2. **Quadratic covariation formula:** For all $\phi, \psi \in \mathcal{S}(\pi, \Lambda^d_T)$, the limit
\[ [I_\omega(\phi), I_\omega(\psi)]_\pi(T) := \lim_{n \to \infty} \sum_{k=0}^{n} (I_\omega(\phi)(t_{k+1}^n) - I_\omega(\phi)(t_k^n))(I_\omega(\psi)(t_{k+1}^n) - I_\omega(\psi)(t_k^n)) \]
exists and is given by
\[ [I_\omega(\phi), I_\omega(\psi)]_\pi(T) = \int_0^T \langle \psi(t, \omega_{t})^t \phi(t, \omega_t), d[\omega] \rangle >. \] \] 
(42)

3. **Associativity:** Let $\phi \in V(\Lambda^d_T)$, $\psi \in V(\Lambda^1_T)$ and $x \in \mathcal{D}([0, T], \mathbb{R})$ defined by $x(t) = \int_0^T \phi(u, \omega_u) d\pi \omega$. Then
\[ \int_0^T \psi(t, x_t) d\pi x = \int_0^T \psi(t, (\int_0^t \phi(u, \omega_u) d\pi \omega)_{\cdot t}) \phi(t, \omega_t) d\pi \omega. \] \] 
(43)

This pathwise integration has interesting applications in mathematical finance [32, 13] and stochastic control [32], where integrals of such vertical 1-forms naturally appear as hedging strategies [13] or optimal control policies and pathwise interpretations of quantities are arguably necessary to interpret the results in terms of the original problem.
Unlike $Q^\pi([0,T], \mathbb{R}^d)$ itself, which does not have a vector space structure, the space

$$C^{1,2}_b(\omega) = \{ F(.,\omega), \ F \in C^{1,2}_b(\Lambda^1_T) \} \subset Q^\pi([0,T], \mathbb{R}^d)$$

is a vector space of paths with finite quadratic variation whose properties are ‘controlled’ by $\omega$, on which the quadratic variation along the sequence of partitions $\pi$ is well-defined. This space, and not $Q^\pi([0,T], \mathbb{R}^d)$, is the appropriate starting point for the studying the pathwise calculus developed here.

**Remark 5.25 (Relation with ‘rough path’ theory).** Integrands of the form $\nabla_\omega F(t, \omega)$ with $F \in C^{1,2}_b$ may be viewed as ‘controlled rough paths’ in the sense of Gubinelli [35]: their increments are ‘controlled’ by those of $\omega$. However, unlike the approach of rough path theory [49, 35], the pathwise integration defined here does not resort to the use of $p$-variation norms on iterated integrals: convergence of Riemann sums is pointwise (and, for continuous paths, uniform in $t$). The reason is that the obstruction to integration posed by the Lévy area, which is the focus of rough path theory, vanishes when considering integrands which are vertical 1-forms. Fortunately, all integrands one encounters when applying the change of variable formula, as well as in applications involving optimal control, hedging,... are precisely of the form (39)! This observation simplifies the approach and, importantly, yields an integral which may be expressed as a limit of (ordinary) Riemann sums, which have an intuitive (physical, financial, etc.) interpretation, without resorting to ‘rough path’ integrals, whose interpretation is less intuitive.

If $\omega$ has finite variation then the Föllmer integral reduces to the Riemann-Stieltjes integral and we obtain:

**Proposition 5.26.** For any $F \in C^{1,1}_{loc}(\Lambda_T)$, $\omega \in BV([0,T]) \cap D([0,T], \mathbb{R}^d)$,

$$F(T, \omega_T) - F(0, \omega_0) = \int_0^T D F(t, \omega_t) dt + \int_0^T \nabla_\omega F(t, \omega_t) d\omega + \sum_{t \in [0,T]} [F(t, \omega_t) - F(t, \omega_{t-}) - \nabla_\omega F(t, \omega_t). \Delta \omega(t)]$$

where the integrals are defined as limits of Riemann sums along any sequence of partitions $(\pi_n)_{n \geq 1}$ with $|\pi_n| \to 0$.

In particular, if $\omega$ is continuous with finite variation we have:

$$\forall F \in C^{1,1}_{loc}(\Lambda_T), \ \forall \omega \in BV([0,T]) \cap C^0([0,T], \mathbb{R}^d),$$

$$F(T, \omega_T) - F(0, \omega_0) = \int_0^T D F(t, \omega_t) dt + \int_0^T \nabla_\omega F(t, \omega_t) d\omega.$$

Thus the restriction of any functional $F \in C^{1,1}_{loc}(\Lambda_T)$ to $BV([0,T]) \cap C^0([0,T], \mathbb{R}^d)$ may be decomposed into ‘horizontal’ and ‘vertical’ components.
5.4 Functionals defined on continuous paths

Consider now an $\mathbb{F}$–adapted process $(Y(t))_{t \in [0,T]}$ given by a functional representation

$$ Y(t) = F(t, X_t) $$

where $F \in \mathbb{C}^{0,0}(\Lambda_T)$ has left-continuous horizontal and vertical derivatives $\mathcal{D}F \in \mathbb{C}^{0,0}(\Lambda_T)$ and $\nabla_\omega F \in \mathbb{C}^{0,0}(\Lambda_T)$.

If the process $X$ has continuous paths, $Y$ only depends on the restriction of $F$ to

$$ \mathcal{W}_T = \{(t, \omega) \in \Lambda_T, \omega \in C^0([0,T], \mathbb{R}^d)\} $$

so the representation (46) is not unique. However, the definition of $\nabla_\omega F$ (Definition 5.8), which involves evaluating $F$ on paths to which a jump perturbation has been added, seems to depend on the values taken by $F$ outside $\mathcal{W}_T$. It is crucial to resolve this point if one is to deal with functionals of continuous processes or, more generally, processes for which the topological support of the law is not the full space $D([0,T], \mathbb{R}^d)$, otherwise the very definition of the vertical derivative becomes ambiguous.

This question is resolved by the following two theorems (Theorems 5.27 and 5.28), derived in [10].

The first result below shows that if $F \in \mathbb{C}^{1,1}_1(\Lambda_T)$ then $\nabla_\omega F(t, X_t)$ is uniquely determined by the restriction of $F$ to continuous paths:

**Theorem 5.27 ([10]).** Consider $F^1, F^2 \in \mathbb{C}^{1,1}_1(\Lambda_T)$ with left-continuous horizontal and vertical derivatives. If $F^1, F^2$ coincide on continuous paths:

$$ \forall t \in [0,T], \; \forall \omega \in C^0([0,T], \mathbb{R}^d), \quad F^1(t, \omega_t) = F^2(t, \omega_t), $$

then

$$ \forall t \in [0,T], \; \forall \omega \in C^0([0,T], \mathbb{R}^d), \; \nabla_\omega F^1(t, \omega_t) = \nabla_\omega F^2(t, \omega_t). $$

**Proof.** Let $F = F^1 - F^2 \in \mathbb{C}^{1,1}_1(\Lambda_T)$ and $\omega \in C^0([0,T], \mathbb{R}^d)$. Then $F(t, \omega) = 0$ for all $t \leq T$. It is then obvious that $\mathcal{D}F(t, \omega)$ is also 0 on continuous paths. Assume now that there exists some $\omega \in C^0([0,T], \mathbb{R}^d)$ such that for some $1 \leq i \leq d$ and $t_0 \in [0,T]$, $\partial_i F(t_0, \omega_{t_0}) > 0$. Let $\alpha = \frac{1}{2} \partial_i F(t_0, \omega_{t_0})$. By the left-continuity of $\partial_i F$ and, using the fact that $\mathcal{D}F \in \mathcal{B}(\Lambda_T)$, there exists $\epsilon > 0$ such that for any $(t', \omega') \in \Lambda_T$,

$$ |t' - t_0|, \quad d_\infty((t_0, \omega), (t', \omega')) < \epsilon \Rightarrow (\partial_i F(t', \omega') > \alpha \text{ and } |\mathcal{D}F(t', \omega')| < 1). \quad (47) $$

Choose $t < t_0$ such that $d_\infty(\omega_t, \omega_{t_0}) < \frac{\alpha}{2}$, define $h := t_0 - t$ and define the following extension of $\omega_t$ to $[0,T]$:

$$ z(u) = \omega(u), u \leq t $$

$$ z_j(u) = \omega_j(t) + 1_{i=j}(u-t), t \leq u \leq T, 1 \leq j \leq d $$

(48)
and define the following sequence of piecewise constant approximations of \( z_{t+h} \):
\[
z^n(u) = \tilde{z}^n = z(u) \quad \text{for} \quad u \leq t
\]
\[
z^n_i(u) = \omega_j(t) + 1 + \sum_{k=0}^{n} 1_{n \leq u-t}, \quad \text{for} \quad t \leq u \leq t+h, 1 \leq j \leq d \quad (49)
\]
Since \( \|z(t+h) - z^n_t\|_\infty = \frac{h}{n} \to 0 \),
\[
|F(t+h, z^n_t) - F(t+h, z^n_{t+h})| \to 0
\]
We can now decompose \( F(t+h, z^n_{t+h}) - F(t, \omega) \) as
\[
F(t+h, z^n_{t+h}) - F(t, \omega) = \sum_{k=1}^{n} \left( F(t + \frac{k}{n} h, z^n_{t+\frac{k-1}{n}h}) - F(t + \frac{k}{n} h, z^n_{t+\frac{k}{n}h}) \right)
\]
\[
+ \sum_{k=1}^{n} \left( F(t + \frac{k}{n} h, z^n_{t+\frac{k}{n}h}) - F(t + \frac{(k-1)}{n} h, z^n_{t+\frac{(k-1)}{n}h}) \right) \quad (50)
\]
where the first sum corresponds to jumps of \( z^n \) at times \( t + \frac{k}{n} h \) and the second sum to the ‘horizontal’ variations of \( z^n \) on \( [t + \frac{(k-1)}{n} h, t + \frac{k}{n} h] \).

\[
F(t + \frac{k}{n} h, z^n_{t+\frac{k}{n}h}) - F(t + \frac{k}{n} h, z^n_{t+\frac{k-1}{n}h}) = \phi(\frac{h}{n}) - \phi(0) \quad (51)
\]
where \( \phi(u) = F(t + \frac{k}{n} h, z^n_{t+\frac{k}{n}h} + u; \omega, 1_{[t+\frac{k}{n}h, T]} \) \)
Since \( F \) is vertically differentiable, \( \phi \) is differentiable and
\[
\phi'(u) = \partial_i F(t + \frac{k}{n} h, z^n_{t+\frac{k}{n}h} + u; \omega, 1_{[t+\frac{k}{n}h, T]})
\]
is continuous. For \( u \leq h/n \) we have
\[
d_\infty \left( (t, \omega_t), (t + \frac{k}{n} h, z^n_{t+\frac{k}{n}h} + u; \omega, 1_{[t+\frac{k}{n}h, T]} \right) \leq h,
\]
so \( \phi'(u) > \alpha \) hence
\[
\sum_{k=1}^{n} F(t + \frac{k}{n} h, z^n_{t+\frac{k}{n}h}) - F(t + \frac{k}{n} h, z^n_{t+\frac{k}{n}h}) > \alpha h.
\]
On the other hand
\[
F(t + \frac{k}{n} h, z^n_{t+\frac{k}{n}h}) - F(t + \frac{(k-1)}{n} h, z^n_{t+\frac{(k-1)}{n}h}) = \psi(\frac{h}{n}) - \psi(0)
\]
where
\[
\psi(u) = F(t + \frac{(k-1)}{n} h + u, z^n_{t+\frac{(k-1)}{n}h})
\]
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so that \( \psi \) is right-differentiable on \([0, \frac{h}{n}]\) with right-derivative:

\[
\psi'_r(u) = DF(t + \frac{(k-1)h}{n} + u, z_{t+\frac{(k-1)h}{n}}^n)
\]

Since \( F \in C_0^{1,1}(\Lambda_T) \), \( \psi \) is left-continuous by Proposition 5.5 so

\[
\sum_{k=1}^n F(t + \frac{k h}{n}, z_{t+\frac{k h}{n}}^n) - F(t + \frac{(k-1)h}{n}, z_{t+\frac{(k-1)h}{n}}^n) = \int_0^h DF(t + u, z_t^n) du
\]

Noting that

\[
d_\infty((t + u, z_{t+u}^n), (t + u, z_{t+u}) \leq \frac{h}{n},
\]

we obtain

\[
DF(t + u, z_{t+u}^n) \to_{n \to \infty} DF(t + u, z_{t+u}) = 0
\]

since the path of \( z_{t+u} \) is continuous. Moreover \( |DF(t + u, z_{t+u}^n)| \leq 1 \) since \( d_\infty((t+u, z_{t+u}^n), (t_0, \omega)) \leq \epsilon \), so by dominated convergence the integral converges to 0 as \( n \to \infty \). Writing

\[
F(t+h, z_{t+h}) - F(t, \omega) = [F(t+h, z_{t+h}) - F(t+h, z_{t+h}^n)] + [F(t+h, z_{t+h}^n) - F(t, \omega)]
\]

and taking the limit on \( n \to \infty \) leads to \( F(t+h, z_{t+h}) - F(t, \omega) \geq \alpha h \), a contradiction.

\[\square\]

The above result implies in particular that, if \( \nabla_\omega F^1 \in C_0^{1,1}(\Lambda_T) \), \( D(\nabla_\omega F) \in B(\Lambda_T) \) and \( F^1(\omega) = F^2(\omega) \) for any continuous path \( \omega \), then \( \nabla^2_\omega F^1 \) and \( \nabla^2_\omega F^2 \) must also coincide on continuous paths. The next theorem shows that this result can be obtained under the weaker assumption that \( F^1 \in C_0^{1,2}(\Lambda_T) \), using a probabilistic argument. Interestingly, while the uniqueness of the first vertical derivative (Theorem 5.27) is based on the fundamental theorem of calculus, the proof of the following theorem is based on its stochastic equivalent, the Itô formula [40][41].

**Theorem 5.28.** If \( F^1, F^2 \in C_0^{1,2}(\Lambda_T) \) coincide on continuous paths:

\[
\forall \omega \in C^0([0, T], \mathbb{R}^d), \quad \forall t \in [0, T), \quad F^1(t, \omega_t) = F^2(t, \omega_t), \quad (52)
\]

then their second vertical derivatives also coincide on continuous paths:

\[
\forall \omega \in C^0([0, T], \mathbb{R}^d), \quad \forall t \in [0, T), \quad \nabla^2_\omega F^1(t, \omega_t) = \nabla^2_\omega F^2(t, \omega_t).
\]

**Proof.** Let \( F = F^1 - F^2 \). Assume that there exists \( \omega \in C^0([0, T], \mathbb{R}^d) \) such that for some \( 1 \leq i \leq d \) and \( t_0 \in [0, T) \) and some direction \( h \in \mathbb{R}^d, \|h\| = 1 \), \( h \nabla^2_\omega F(t_0, \omega_{t_0}), h > 0 \), and denote \( \alpha = \frac{1}{2} h \nabla^2_\omega F(t_0, \omega_{t_0}), h. \) We will show that
Denoting generic element we will denote $w$. There exists $\eta > 0$ such that

$$\forall (t', \omega') \in \mathcal{A}_R \setminus \{ t' \leq t_0 \}, \quad d_\infty((t_0, \omega), (t', \omega')) < \eta \Rightarrow \max(|F(t', \omega') - F(t_0, \omega_i)|, |\nabla F(t', \omega')|, |D F(t', \omega')|) < 1, \quad \forall h \nabla^2 F(t', \omega') h > \alpha. \quad (53)$$

Choose $t < t_0$ such that $d_\infty(\omega_t, \omega_{t_0}) < \frac{\eta}{2}$ and denote $\epsilon = \frac{\eta}{2} \wedge (t_0 - t)$. Let $W$ be a real Brownian motion on an (auxiliary) probability space $(\tilde{\Omega}, \mathcal{B}, \mathbb{P})$ whose generic element we will denote $w$, $(B_s)_{s \geq 0}$ its natural filtration, and let

$$\tau = \inf\{ s > 0, \quad |W(s)| = \frac{\epsilon}{2} \}. \quad (54)$$

Define, for $t' \in [0, T]$, the ‘Brownian extrapolation’

$$U_t'(\omega) = \omega(t') 1_{t' \leq t} + (\omega(t) + W((t' - t) \wedge \tau) h) 1_{t' > t}. \quad (55)$$

For all $s < \frac{\epsilon}{2}$, we have

$$d_\infty((t + s, U_{t+s}(\omega), (t, \omega_i)) < \epsilon \quad \mathbb{P} - a.s. \quad (56)$$

Define the following piecewise constant approximation of the stopped process $W$: \[ W^n(s) = \sum_{i=0}^{n-1} W(i \frac{\epsilon}{2n} \wedge \tau) 1_{s \in [i \frac{\epsilon}{2n}, (i+1) \frac{\epsilon}{2n})} + W\left(\frac{\epsilon}{2} \wedge \tau\right) 1_{s = \frac{\epsilon}{2}}, \quad 0 \leq s \leq \frac{\epsilon}{2} \] \[ \quad (57) \]

Denoting

$$Z(s) = F(t + s, U_{t+s}), \quad s \in [0, T - t], \quad Z^n(s) = F(t + s, U^n_{t+s}), \quad (58)$$

$$U^n_t'(\omega) = \omega(t') 1_{t' \leq t} + (\omega(t) + W^n((t' - t) \wedge \tau) h) 1_{t' > t}, \quad (59)$$

we have the following decomposition:

$$Z\left(\frac{\epsilon}{2}\right) - Z(0) = Z\left(\frac{\epsilon}{2}\right) - Z^n\left(\frac{\epsilon}{2}\right) + \sum_{i=1}^{n} \left( Z^n(i \frac{\epsilon}{2n}) - Z^n(i \frac{\epsilon}{2n} - \frac{\epsilon}{2}) \right)$$

$$+ \sum_{i=0}^{n-1} \left( Z^n((i + 1) \frac{\epsilon}{2n} - \frac{\epsilon}{2}) - Z^n(i \frac{\epsilon}{2n}) \right) \quad (60)$$

The first term in (60) vanishes almost surely since

$$\|U_{t+\frac{\epsilon}{2}} - U^n_{t+\frac{\epsilon}{2}}\|_\infty \to 0. \quad (61)$$

The second term in (60) may be expressed as

$$Z^n(i \frac{\epsilon}{2n}) - Z^n((i + 1) \frac{\epsilon}{2n} - \frac{\epsilon}{2}) = \phi_t(W(i \frac{\epsilon}{2n} - \frac{\epsilon}{2}) - Z^n((i - 1) \frac{\epsilon}{2n}) \wedge \tau) \quad (61)$$
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where

\[ \phi_i(u, \omega) = F(t + i \frac{\epsilon}{2n}, U_{t+i \frac{\epsilon}{2n}}(\omega) + uh1_{[t+i \frac{\epsilon}{2n}, T]}). \]

Note that \( \phi_i(u, \omega) \) is measurable with respect to \( B_{(i-1)\epsilon/2n} \) whereas \( \phi_i(\cdot, \omega) \) is independent with respect to \( B_{(i-1)\epsilon/2n} \). Let \( \Omega_1 \subset \Omega, \mathbb{P}(\Omega_1) = 1 \) such that \( W \) has continuous sample paths on \( \Omega_1 \). Then, on \( \Omega_1, \phi_i(\cdot, \omega) \in C^2(\mathbb{R}) \) and the following relations hold \( \mathbb{P} \)-almost surely:

\[ \phi_i'(u, \omega) = \nabla_u F \left( t + i \frac{\epsilon}{2n}, U_{t+i \frac{\epsilon}{2n}}(\omega_t) + uh1_{[t+i \frac{\epsilon}{2n}, T]} \right) . h \]
\[ \phi_i''(u, \omega) = h^2 \nabla_u^2 F \left( t + i \frac{\epsilon}{2n}, U_{t+i \frac{\epsilon}{2n}}(\omega_t) + uh1_{[t+i \frac{\epsilon}{2n}, T]} \right) . h \] (62)

So, using the above arguments we can apply the Itô formula to (61) on \( \Omega_1 \). We therefore obtain, summing on \( i \) and denoting \( i(s) \) the index such that \( s \in [(i(s) - 1)\frac{\epsilon}{2n}, i(s)\frac{\epsilon}{2n}) \):

\[ \sum_{i=1}^{n} Z^n(i \frac{\epsilon}{2n}) - Z^n(i \frac{\epsilon}{2n}) = \]
\[ \int_0^{\frac{\epsilon}{2}} \nabla_u F \left( t + i(s) \frac{\epsilon}{2n}, U_{t+i(s) \frac{\epsilon}{2n}}(\omega_t) + (W(s) - W((i(s) - 1)\frac{\epsilon}{2n}))h1_{[t+i(s) \frac{\epsilon}{2n}, T]} \right) . dW(s) \]
\[ + \frac{1}{2} \int_0^{\frac{\epsilon}{2}} \phi_i''(u, \omega) = \int_0^{\frac{\epsilon}{2}} \phi_i''(u, \omega) \left( t + i(s) \frac{\epsilon}{2n}, U_{t+i(s) \frac{\epsilon}{2n}}(\omega_t) + (W(s) - W((i(s) - 1)\frac{\epsilon}{2n}))h1_{[t+i(s) \frac{\epsilon}{2n}, T]} \right) . h > ds \]

Since the first derivative is bounded by \( |53| \), the stochastic integral is a martingale, so taking expectation leads to

\[ E\left[ \sum_{i=1}^{n} Z^n(i \frac{\epsilon}{2n}) - Z^n(i \frac{\epsilon}{2n}) \right] \geq \alpha \frac{\epsilon}{2} \] (63)

\[ Z^n((i+1) \frac{\epsilon}{2n}) - Z^n(i \frac{\epsilon}{2n}) = \psi(\frac{\epsilon}{2n}) - \psi(0) \] (64)

where

\[ \psi(u) = F(t + i \frac{\epsilon}{2n} + u, U_{t+i \frac{\epsilon}{2n}}) \] (65)

is right-differentiable with right derivative

\[ \psi'(u) = DF(t + i \frac{\epsilon}{2n} + u, U_{t+i \frac{\epsilon}{2n}}) \] (66)

Since \( F \in C^0_{\alpha, \epsilon}([0, T]) \), \( \psi \) is left-continuous and the fundamental theorem of calculus yields

\[ \sum_{i=0}^{n-1} Z^n((i+1) \frac{\epsilon}{2n}) - Z^n(i \frac{\epsilon}{2n}) = \int_0^{\frac{\epsilon}{2}} DF(t + s, U_{t+(i(s) - 1) \frac{\epsilon}{2n}})ds. \] (67)
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The integrand converges to $DF(t + s, U_{t+s}) = 0$ as $n \to \infty$ since $DF(t + s, \omega) = 0$ whenever $\omega$ is continuous. Since this term is also bounded, by dominated convergence

$$
\int_0^T DF(t + s, U_{t+s}^n)ds \to 0.
$$

It is obvious that $Z(\frac{1}{2}) = 0$ since $F(t, \omega) = 0$ whenever $\omega$ is a continuous path. On the other hand, since all derivatives of $F$ appearing in (60) are bounded, the dominated convergence theorem allows to take expectations of both sides in (60) with respect to the Wiener measure and obtain

$$
\mathbb{E}Z(\frac{1}{2}) = 0,
$$

a contradiction.

Theorem 5.28 is a key result: it enables us to define the class $C_b^{1,2}(\mathcal{W}_T)$ of non-anticipative functionals such that their restriction to $\mathcal{W}_T$ fulfills the conditions of Theorem 5.28.

$$
F \in C_b^{1,2}(\mathcal{W}_T) \iff \exists \tilde{F} \in C_b^{1,2}(\Lambda_T), \quad \tilde{F}_{|\mathcal{W}_T} = F,
$$

(68)

without having to extend the functional to the full space $\Lambda_T$.

For such functionals, coupling the proof of Theorem 5.22 with Theorem 5.28 yields the following result:

**Theorem 5.29** (Pathwise change of variable formula for $C_b^{1,2}(\mathcal{W}_T)$ functionals). For any $F \in C_b^{1,2}(\mathcal{W}_T)$, $\omega \in C^0([0, T], \mathbb{R}^d) \cap Q^\pi([0, T], \mathbb{R}^d)$ the limit

$$
\int_0^T \nabla_\omega F(t, \omega_t)d\omega := \lim_{n \to \infty} \sum_{i=0}^{k(n)-1} \nabla_\omega F(t^n_i, \omega^n_{i+1}).(\omega(t^n_{i+1}) - \omega(t^n_i))
$$

(69)

exists and

$$
F(T, \omega_T) - F(0, \omega_0) = \int_0^T DF(t, \omega_t)dt + \int_0^T \nabla_\omega F(t, \omega_t)d\omega + \int_0^T \frac{1}{2} \text{tr}(\nabla^2 F(t, \omega_t)d[\omega]).
$$

### 5.5 Application to functionals of stochastic processes

Consider now a stochastic process $Z : [0, T] \times \Omega \mapsto \mathbb{R}^d$ on $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in [0, T]}, \mathbb{P})$. The previous formula holds for functionals of $Z$ along a sequence of partitions $\pi$ on the set

$$
\Omega_\pi(Z) = \{\omega \in \Omega, \quad Z(., \omega) \in Q^\pi([0, T], \mathbb{R}^d)\}.
$$

If we can construct a sequence of partitions $\pi$ such that $\mathbb{P}(\Omega_\pi(Z)) = 1$ then the functional Itô formula will hold almost surely. Fortunately this turns out to be the case for many important classes of stochastic processes:

- Wiener process: if $W$ is a Wiener process under $\mathbb{P}$, then for any nested sequence of partitions $\pi$ with $|\pi_n| \to 0$, the paths of $W$ lie in $Q^\pi([0, T], \mathbb{R}^d)$ with probability 1 [47]:

$$
\mathbb{P}(\Omega_\pi(W)) = 1 \quad \text{and} \quad \forall \omega \in \Omega_\pi(W), [W(., \omega)]_\pi(t) = t.
$$

This is a classical result due to Paul Lévy [47, Sec. 4, Theorem 5]. The nesting condition may be removed if one requires that $|\pi_n| \log n \to 0$ [20].
• Fractional Brownian motion: if $B^H$ is fractional Brownian motion with Hurst index $H \in (0.5, 1)$ then for any sequence of partitions $\pi$ with $n|\pi_n| \to 0$, the paths of $B^H$ lie in $Q^\pi([0, T], \mathbb{R}^d)$ with probability 1 [20]:

$$P(\Omega_\pi(B^H)) = 1 \quad \text{and} \quad \forall \omega \in \Omega_\pi(B^H), [B^H(\cdot, \omega)](t) = 0.$$ 

• Brownian stochastic integrals: Let $\sigma : (\Lambda_T, d_\infty) \to \mathbb{R}$ be a Lipschitz map, $B$ a Wiener process and consider the Itô stochastic integral

$$X = \int_0^t \sigma(t, B_t) dB(t).$$

Then for any sequence of partitions $\pi$ with $|\pi_n| \log n \to 0$, the paths of $X$ lie in $Q^\pi([0, T], \mathbb{R})$ with probability 1 and

$$[X](t, \omega) = \int_0^t |\sigma(u, B_u(\omega))|^2 du$$

• Lévy processes: if $L$ is a Lévy process with triplet $(b, A, \nu)$ then for any sequence of partitions $\pi$ with $n|\pi_n| \to 0$, $P(\Omega_\pi(L)) = 1$ and

$$\forall \omega \in \Omega_\pi(L), [L(\cdot, \omega)](t) = tA + \sum_{s \in [0, t]} |L(s, \omega) - L(s-, \omega)|^2.$$ 

Note that the only property needed for the change of variable formula to hold (and, thus, for the integral to exist pathwise) is the finite quadratic variation property, which does not require the process to be a semimartingale.

The construction of the Föllmer integral depends a priori on the sequence $\pi$ of partitions. But in the case of a semimartingales one can identify these limits of (non-anticipative) Riemann sums as Itô integrals, which guarantees that the limit is a.s. unique, independent of the choice of $\pi$. We now take a closer look at the semimartingale case.
6 The Functional Ito formula

6.1 Semimartingales and quadratic variation

We now consider a semimartingale \( X \) on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\), equipped with the natural filtration \( \mathcal{F} = (\mathcal{F}_t)_{t \geq 0} \) of \( X \); \( X \) is a cadlag process and the stochastic integral

\[ \phi \in \mathcal{S}(\mathcal{F}) \mapsto \int \phi \, dX \]

defines a functional on the set \( \mathcal{S}(\mathcal{F}) \) of simple \( \mathcal{F} \)-predictable processes, with the following continuity property: for any sequence \( \phi^n \in \mathcal{S}(\mathcal{F}) \) of simple predictable processes,

\[ \sup_{[0,T] \times \Omega} |\phi^n(t, \omega) - \phi(t, \omega)| \xrightarrow{n \to \infty} 0 \quad \Rightarrow \quad \int_0^T \phi^n \, dX \xrightarrow{UCP \text{ as } n \to \infty} \int_0^T \phi \, dX, \quad (70) \]

where UCP stands for uniform convergence in probability on compact sets \([62]\).

For any caglad adapted process \( \phi \), the Ito integral \( \int \phi \, dX \) may be then constructed as a limit (in probability) of nonanticipative Riemann sums: for any sequence \((\pi_n)_{n \geq 1}\) of partitions of \([0, T]\) with \( |\pi_n| \to 0 \) a.s,

\[ \sum_{\pi_n} \phi(t^n_k) \cdot (X(t^n_{k+1}) - X(t^n_k)) \xrightarrow{\mathbb{P} \text{ as } n \to \infty} \int_0^T \phi \, dX. \]

Let us recall some important properties of semimartingales \([19, 62]\):

- **Quadratic variation:** for any sequence of partitions \( \pi = (\pi_n)_{n \geq 1} \) of \([0, T]\) with \( |\pi_n| \to 0 \) a.s,

\[ \sum_{\pi_n} (X(t^n_{k+1}) - X(t^n_k))^2 \xrightarrow{\mathbb{P}} [X](T) = [X]^c(T) + \sum_{0 \leq s \leq T} \Delta X(s)^2 < \infty \]

- **Ito formula:** \( \forall f \in C^2(\mathbb{R}^d, \mathbb{R}) \),

\[ f(X(t)) = f(X(0)) + \int_0^t \nabla f(X) \, dX + \int_0^t \frac{1}{2} tr(\partial^2_{xx} f(X) \, d[X]^c) + \sum_{0 \leq s \leq t} (f(X(s^-) + \Delta X(s)) - f(X(s^-)) - \nabla f(X(s^-)) \cdot \Delta X(s)) \]

- **Semimartingale Decomposition:** \( X \) has a unique decomposition

\[ X = M^d + M^c + A \]

where \( M^c \) is a continuous \( \mathbb{F} \)-local martingale, \( M^d \) pure-jump-\( \mathbb{F} \)-local martingale and \( A \) a continuous \( \mathbb{F} \)-adapted finite variation process.
• The increasing process $[X]$ has a unique decomposition $[X] = [M]^d + [M]^c$ where $[M]^d(t) = \sum_{0 \leq s \leq t} \Delta X(s)^2$, $[M]^c$ a continuous increasing $\mathbb{F}$-adapted process.

• If $X$ has continuous paths then it has a unique decomposition $X = M + A$ where $M$ continuous $\mathbb{F}$-local martingale, $A$ a continuous $\mathbb{F}$-adapted process with finite variation.

These properties have several consequences. First, if $F \in \mathbb{C}^{0,0}_T(\Lambda_T)$ then the non-anticipative Riemann sums

$$\sum_{t_k^n \in \pi_n} F(t_{k+1}^n, X_{t_k^n}). (X(t_{k+1}^n) - X(t_k^n)) \xrightarrow{\mathbb{P}_n} \int_0^T F(t, X_t)dX$$

converge in probability to the Ito stochastic integral $\int F(t, X)dX$. So, by a.s. uniqueness of the limit, the Föllmer integral constructed along any sequence of partitions $\pi = (\pi_n)_{n \geq 1}$ with $|\pi_n| \to 0$ almost-surely coincides with the Ito integral. In particular, the limit is independent of the choice of partitions, so we omit in the sequel the dependence of the integrals on the sequence $\pi$.

The semimartingale property also enables to construct a partition with respect to which the paths of the semimartingale have the finite quadratic variation property with probability 1:

**Proposition 6.1.** Let $S$ be a semimartingale on $(\Omega, \mathcal{F}, \mathbb{P}, \mathbb{F} = (\mathcal{F}_t)_{t \geq 0})$, $T > 0$. There exists a sequence of partitions $\pi = (\pi_n)_{n \geq 1}$ of $[0, T]$ with $|\pi_n| \to 0$, such that the paths of $S$ lie in $Q^\pi([0, T], \mathbb{R}^d)$ with probability 1:

$$\mathbb{P} \left( \{ \omega \in \Omega, \ S(\cdot, \omega) \in Q^\pi([0, T], \mathbb{R}^d) \} \right) = 1.$$ 

**Proof.** Consider the dyadic partition $t_k^n = kT/2^n$, $k = 0..2^n$. Since

$$\sum_{\pi_n} (S(t_{k+1}^n) - S(t_k^n))^2 \to [S]_T$$

in probability, there exists a subsequence $(\pi_n)_{n \geq 1}$ of partitions such that

$$\sum_{\pi_n} (S(t_{k}^n) - S(t_{k+1}^n))^2 \xrightarrow{n \to \infty} [S]_T \quad \mathbb{P} - a.s.$$ 

This subsequence achieves the result. \qed

The notion of semimartingale in the literature usually refers to a real-valued process but one can extend this to vector-valued semimartingales $\mathbb{R}^d$-valued semimartingale $X = (X^1, \ldots, X^d)$, the above properties should be understood in the vector sense, and the quadratic (co-)variation process is an $S^+_d$-valued process, defined by

$$\sum_{t_k^n \in \pi_n, t_n^a \leq t} (X(t_{k+1}^n) - X(t_k^n)).(X(t_{k+1}^n) - X(t_k^n)). \xrightarrow{n \to \infty} [X](t).$$

t $\to [X](t)$ is a.s. increasing in the sense of the order on positive symmetric matrices:

$$\forall t \geq 0, \ \forall h > 0, \ [X](t + h) - [X](t) \in S^+_d.$$
6.2 The Functional Ito formula

Using Proposition 6.1, we can now apply the pathwise change of variable formula derived in Theorem 5.22 to any semimartingale. The following functional Ito formula, shown in [8, Proposition 6], is a consequence of Theorem 5.22 combined with Proposition 6.1.

**Theorem 6.2** (Functional Ito formula: cadlag case). Let $X$ be an $\mathbb{R}^d$-valued semimartingale and denote for $t > 0$, $X_{t-}(u) = X(u) - 1_{[0,t]}(u) + X(t-)$, $1_{[t,T]}(u)$. For any $F \in C_{\text{loc}}^{1,2}(\Lambda_T)$, $t \in [0,T]$,

$$ F(t, X_{t}) - F(0, X_{0}) = \int_{0}^{t} \mathcal{D}F(u, X_{u})du + $$

$$ \int_{0}^{t} \nabla_{\omega}F(u, X_{u}).dX(u) + \int_{0}^{t} \frac{1}{2} \text{tr} (\nabla_{\omega}^{2}F(u, X_{u}) \ d[X](u)) $$

$$ + \sum_{u \in [0,t]} [F(u, X_{u}) - F(u, X_{u-}) - \nabla_{\omega}F(u, X_{u-}) \Delta X(u)] \ a.s. $$

(71)

In particular, $Y(t) = F(t, X_{t})$ is a semimartingale: the class of semimartingales is stable under transformations by $C_{\text{loc}}^{1,2}(\Lambda_T)$ functionals.

More precisely, we can choose $\pi = (\pi_{n})_{n \geq 1}$ with

$$ \sum_{\pi_{n}} (X(t_{i}^{n}) - X(t_{i+1}^{n}))(X(t_{i}^{n}) - X(t_{i+1}^{n})) \to \infty [X](t) \ a.s. $$

so setting

$$ \Omega_{X} = \{ \omega \in \Omega, \sum_{\pi_{n}} (X(t_{i}) - X(t_{i+1}))_{n} (X(t_{i}) - X(t_{i+1})) \to \infty [X](T) < \infty \} $$

we have that $\mathbb{P}(\Omega_{X}) = 1$ and for any $F \in C_{\text{loc}}^{1,2}(\Lambda_T)$ and any $\omega \in \Omega_{X}$, the limit

$$ \int_{0}^{t} \nabla_{\omega}F(u, X_{u}(\omega)).d\tau \ X(\omega) := \lim_{n \to \infty} \sum_{t_{i}^{n} \in \pi_{n}} \nabla_{\omega}F(t_{i}^{n}, X_{t_{i}^{n}}(\omega)).(X(t_{i+1}^{n}, \omega) - X(t_{i}^{n}, \omega)) $$

exists and for all $t \in [0,T]$,

$$ F(t, X_{t}(\omega)) - F(0, X_{0}(\omega)) = \int_{0}^{t} \mathcal{D}F(u, X_{u}(\omega))du + $$

$$ \int_{0}^{t} \nabla_{\omega}F(u, X_{u}(\omega)).dX(\omega) + \int_{0}^{t} \frac{1}{2} \text{tr} (\nabla_{\omega}^{2}F(u, X_{u}(\omega)) \ d[X](\omega)) $$

$$ + \sum_{u \in [0,t]} [F(u, X_{u}(\omega)) - F(u, X_{u-}(\omega)) - \nabla_{\omega}F(u, X_{u-}(\omega)) \Delta X(\omega)(u)]. $$

**Remark 6.3.** Note that, unlike the usual statement of the Ito formula (see e.g. [62, Ch. II, Section 7]), the statement here is that there exists a set $\Omega_{X}$ on which the equality (71) holds pathwise for any $F \in C_{\text{loc}}^{1,2}([0,T])$. This is particularly useful when one needs to take a supremum over such $F$, such as in optimal control problems, since the null set does not depend on $F$. 
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In the continuous case, the functional Ito formula reduces to the following, which we give for the sake of completeness:

**Theorem 6.4 (Functional Ito formula: continuous case).** Let $X$ be a continuous semimartingale and $F \in C^{1,2}_{\text{loc}}(W_T)$. For any $t \in [0,T]$,

\[
F(t,X_t) - F(0,X_0) = \int_0^t \nabla F(u,X_u) \, dX(u) + \int_0^t 1/2 \text{tr} \left( \nabla^2 F(u,X_u) \, d[X] \right) \quad \text{a.s.} \quad (72)
\]

In particular, $Y(t) = F(t,X_t)$ is a continuous semimartingale.

If $F(t,X_t) = f(t,X(t))$ where $f \in C^{1,2}([0,T] \times \mathbb{R}^d)$ this reduces to the standard Ito formula.

Note that, using Theorem 5.28 it is sufficient to require that $F \in C^{1,2}_{\text{loc}}(W_T)$ rather than $F \in C^{1,2}_{\text{loc}}(\Lambda_T)$.

Theorem 6.4 shows that, for a continuous semimartingale $X$, any smooth non-anticipative functional $Y = F(X)$ depends on $F$ and its derivatives only via their values on continuous paths i.e. on $W_T \subset \Lambda_T$. Thus, $Y = F(X)$ can be reconstructed from the "second-order jet" $(\nabla F, \nabla^2 F)$ of the functional $F$ on $W_T$.

Although these formulas are implied by the stronger pathwise formula (Theorem 5.22), one can also give a direct probabilistic proof using the Ito formula [11]. We outline the main ideas of the probabilistic proof, which show the role played by the different assumptions. A more detailed version may be found in [11].

**Sketch of proof of Theorem 6.4.** Consider first a cadlag piecewise constant process:

\[
X(t) = \sum_{k=1}^n 1_{[t_k,t_{k+1}]}(t) \Phi_k
\]

where $\Phi_k$ are $\mathcal{F}_{t_k}$ - measurable bounded random variables. Each path of $X$ is a sequence of horizontal and vertical moves:

\[
X_{t_{k+1}} = X_{t_k} + (\Phi_{k+1} - \Phi_k)1_{[t_k,t_{k+1}]}
\]

We now decompose each increment of $F$ into a horizontal and vertical part:

\[
F(t_{k+1},X_{t_{k+1}}) - F(t_k,X_{t_k}) = \\
F(t_{k+1},X_{t_{k+1}}) - F(t_{k+1},X_{t_k}) + F(t_{k+1},X_{t_k}) - F(t_k,X_{t_k})
\]

The horizontal increment is the increment of $\phi(h) = F(t_k + h, X_{t_k})$. The fundamental theorem of calculus applied to $\phi$ yields:

\[
F(t_{k+1},X_{t_k}) - F(t_k,X_{t_k}) = \phi(t_{k+1} - t_k) - \phi(0) = \int_{t_k}^{t_{k+1}} \nabla F(t,X_t) \, dt \quad (74)
\]
To compute the vertical increment, we apply the Ito formula to \( \psi \in C^2(\mathbb{R}^d) \) defined by \( \psi(u) = F(t_{k+1}, X_{t_k} + u1_{[t_{k+1}, T]}) \). This yields
\[
F(t_{k+1}, X_{t_k+1}) - F(t_{k+1}, X_{t_k}) = \psi(X(t_{k+1}) - X(t_k)) - \psi(0)
= \int_{t_k}^{t_{k+1}} \nabla F(t, X_t).dX(t) + \frac{1}{2} \int_{t_k}^{t_{k+1}} \tr((\nabla^2 F(t, X_t)d[X])) \quad (75)
\]

Consider now the case of a continuous semimartingale \( X \); the piecewise-constant approximation \( nX \) of \( X \) along the partition \( \pi_n \) approximates \( X \) almost surely in supremum norm. Thus, by the previous argument we have
\[
F(T, nX_T) - F(0, X_0) = \int_0^T DF(t, nX_t)dt + \int_0^T \nabla F(t, nX_t).d_nX + \frac{1}{2} \int_0^T \tr((\nabla^2 F(nX_t).d[nX]))
\]

Since \( F \in C^{1,2}_b(\Lambda_T) \) all derivatives involved in the expression are left-continuous in \( d_{\infty} \) metric, which allows to control their convergence as \( n \to \infty \). Using local boundedness assumption \( \nabla F, DF, \nabla^2 F \in B(\Lambda_T) \) we can then use the dominated convergence theorem, its extension to stochastic integrals [62, Ch.IV Theorem 32] and Lemma 5.23 to conclude that the Riemann-Stieltjes integrals converge almost surely, and the stochastic integral in probability, to the terms appearing in (72) as \( n \to \infty \) [11].

### 6.3 Functionals with dependence on quadratic variation

The results outlined in the previous sections all assume that the functionals involved, and their directional derivatives, are continuous in supremum norm. This is a severe restriction for applications in stochastic analysis, where functionals may involve quantities such as quadratic variation, which cannot be constructed as a continuous functional for the supremum norm.

More generally, in many applications such as statistics of processes, physics or mathematical finance, one is led to consider path-dependent functionals of a semimartingale \( X \) and its quadratic variation process \( [X] \) such as
\[
\int_0^t g(t, X_t)d[X](t), \quad G(t, X_t, [X]_t), \quad \text{or} \quad E[G(T, X(T), [X](T))|\mathcal{F}_t]
\]
where \( X(t) \) denotes the value at time \( t \) and \( X_t = (X(u), u \in [0, t]) \) the path up to time \( t \).

In Section 7 we will develop a weak functional calculus capable of handling all such examples in a weak sense. However, disposing of a pathwise interpretation is of essence in most applications and this interpretation is lost when passing to weak derivatives. In this section, we show how the pathwise calculus outlined in Sections 5 and 6 can be extended to functionals depending on quadratic variation while retaining the pathwise interpretation.

Consider a continuous \( \mathbb{R}^d \)-valued semimartingale with absolutely continuous quadratic variation:
\[
[X](t) = \int_0^t A(u)du
\]
where \( A \) is an \( S_d^+ \)-valued process. Denote by \( F_t \) the natural filtration of \( X \).

The idea is to 'double the variables' and represent the above examples in the form

\[
Y(t) = F(t, \{X(u), 0 \leq u \leq t\}, \{A(u), 0 \leq u \leq t\}) = F(t, X_t, A_t)
\]

where \( F \) is a non-anticipative functional defined on an enlarged domain \( D([0, T], \mathbb{R}^d) \times D([0, T], S_d^+) \):

\[
F : [0, T] \times D([0, T], \mathbb{R}^d) \times D([0, T], S_d^+) \to \mathbb{R}
\]

and represents the dependence of \( Y \) on the stopped path \( X_t = \{X(u), 0 \leq u \leq t\} \) of \( X \) and its quadratic variation.

Introducing the process \( A \) as additional variable may seem redundant: indeed \( A(t) \) is itself \( F_t \)-measurable i.e. a functional of \( X_t \). However, it is not a continuous functional on \( (\Lambda_T, d_{\infty}) \). Introducing \( A_t \) as a second argument in the functional will allow us to control the regularity of \( Y \) with respect to \( [X](t) = \int_0^t A(u)du \) simply by requiring continuity of \( F \) with respect to the "lifted process" \((X, A)\). This idea is analogous to the approach of rough path theory \cite{49, 34, 35} in which one controls integral functionals of a path in terms of the path jointly with its 'Lévy area'. Here \( d[X] \) is the symmetric part of the Lévy area, while the asymmetric part does not intervene in the change of variable formula. However, unlike the rough path construction, in our construction we do not need to resort to \( p \)-variation norms.

An important property in the above examples is that their dependence on the process \( A \) is either through \( [X] = \int_0^t A(u)du \) or through an integral functional of the form \( \int_0^t \phi d[X] = \int_0^t \phi(u)A(u)du \). In both cases they satisfy the condition

\[
F(t, X_t, A_t) = F(t, X_t, A_{t-})
\]

where, as before, we denote

\[
\omega_{t-} = \omega_{1[0,t]} + \omega_{(t-)} 1_{[t,T]}.
\]

Following these ideas, we define the space \((\mathcal{S}_T, d_{\infty})\) of stopped paths

\[
\mathcal{S}_T = \{(t, x(t \wedge .), v(t \wedge .)), (t, x, v) \in [0, T] \times D([0, T], \mathbb{R}^d) \times D([0, T], S_d^+)\} \tag{77}
\]

and we will assume throughout this section that

**Assumption 6.1.** \( F : (\mathcal{S}_T, d_{\infty}) \to \mathbb{R} \) is a non-anticipative functional with "predictable" dependence with respect to the second argument:

\[
\forall (t, x, v) \in \mathcal{S}_T, \quad F(t, x, v) = F(t, x_t, v_{t-}). \tag{78}
\]

The regularity concepts introduced in Section 5 carry out without any modification to the case of functionals on the larger space \( \mathcal{S}_T \); we define the corresponding class of regular functionals \( C^{1,2}_{\text{loc}}(\mathcal{S}_T) \) by analogy with Definition 5.16. 
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Condition (78) entails that vertical derivatives with respect to the variable \( v \) are zero, so the vertical derivative on the product space coincides with the vertical derivative with respect to the variable \( x \); we continue to denote it as \( \nabla_{\omega} \).

As the examples below show, the decoupling of the variables \((X, A)\) leads to a much larger class of smooth functionals:

**Example 6.5** (Integrals with respect to quadratic variation). A process \( Y(t) = \int_0^t g(X(u))d[X](u) \) where \( g \in C^0(\mathbb{R}^d) \) may be represented by the functional

\[
F(t, x_t, v_t) = \int_0^t g(x(u))v(u)du.
\]

(79) \( F \) verifies Assumption 6.1, \( F \in C_{l_1}^{1, \infty} \), with:

\[
D F(t, x_t, v_t) = g(x(t))v(t) \quad \nabla_{\omega}^j F(t, x_t, v_t) = 0
\]

**Example 6.6.** The process \( Y(t) = X(t)^2 - [X](t) \) is represented by the functional

\[
F(t, x_t, v_t) = x(t)^2 - \int_0^t v(u)du.
\]

(80) \( F \) verifies Assumption 6.1 and \( F \in C_{l_1}^{1, \infty}(S_T) \) with:

\[
D F(t, x, v) = -v(t) \quad \nabla_{\omega} F(t, x_t, v_t) = 2x(t) \\
\nabla_{\omega}^2 F(t, x_t, v_t) = 2 \quad \nabla_{\omega}^j F(t, x_t, v_t) = 0, j \geq 3
\]

**Example 6.7.** The process \( Y = \exp(X - [X]/2) \) may be represented as \( Y(t) = F(t, X_t, A_t) \)

\[
F(t, x_t, v_t) = e^{x(t) - \frac{1}{2} \int_0^t v(u)du}
\]

Elementary computations show that \( F \in C_{l_1}^{1, \infty}(S_T) \) with:

\[
D F(t, x, v) = -\frac{1}{2} v(t)F(t, x, v) \quad \nabla_{\omega}^j F(t, x_t, v_t) = F(t, x_t, v_t)
\]

We can now state a change of variable formula for non-anticipative functionals which are allowed to depend on the path of \( X \) and its quadratic variation:

**Theorem 6.8.** Let \( F \in C_{l_1}^{1, 2}(S_T) \) be a non-anticipative functional verifying (78). Then for \( t \in [0, T[ \),

\[
F(t, X_t, A_t) - F_0(X_0, A_0) = \int_0^t D_u F(X_u, A_u)du + \int_0^t \nabla_{\omega} F(u, X_u, A_u).dX(u) \\
+ \int_0^t \frac{1}{2} \text{tr} \left( \nabla_{\omega}^2 F(u, X_u, A_u) \ d[X] \right) \quad a.s.
\]

(81) In particular, for any \( F \in C_{l_1}^{1, 2}(S_T) \), \( Y(t) = F(t, X_t, A_t) \) is a continuous semi-martingale.
The construction of \((X)\) constant approximation of \(A\) is an adapted cadlag piecewise-constant approximation of \(\phi\).

Applying the Ito formula to \(\psi\) we can write:

\[
\psi(u) = F(\tau^n_i + u, nX_{\tau^n_i}, nA_{\tau^n_i})
\]

The second term in \((83)\) can be written \(\phi(X(\tau^n_{i+1}) - X(\tau^n_i)) - \phi(0)\) where \(\phi(u) = F(\tau^n_i, nX_{\tau^n_i} - nA_{\tau^n_i})\). Since \(F \in C^{1,2}_b, \phi \in C^2(\mathbb{R}^d)\) and

\[
\nabla \phi(u) = \nabla_\omega F(\tau^n_i, nX_{\tau^n_i} - nA_{\tau^n_i}), \quad \nabla^2 \phi(u) = \nabla^2_\omega F(\tau^n_i, nX_{\tau^n_i} - nA_{\tau^n_i}).
\]

Applying the Ito formula to \(\phi(X(\tau^n_i + s) - X(\tau^n_i))\) yields:

\[
\phi(X(\tau^n_{i+1}) - X(\tau^n_i)) = \phi(0) + \int_{\tau^n_i}^{\tau^n_{i+1}} \nabla \phi(u) F(\tau^n_i, nX_{\tau^n_i} - nA_{\tau^n_i})dX(s) + \frac{1}{2} \int_{\tau^n_i}^{\tau^n_{i+1}} \text{tr} \left[ \nabla^2 \phi(u) F(\tau^n_i, nX_{\tau^n_i} - nA_{\tau^n_i})d[X](s) \right]
\]
The terms in the first line converges almost surely to the integral up to time $t$. Since all approximations of $(X,A)$ appearing in the various integrals have a $d_\infty$-distance from $(X_s,A_s)$ less than $\eta_n \to 0$, the continuity at fixed times of $DF$ and left-continuity $\nabla_\omega F$, $\nabla_\omega^2 F$ imply that the integrands appearing in the above integrals converge respectively to $DF(s,X_s,A_s), \nabla_\omega F(s,X_s,A_s), \nabla^2_\omega F(s,X_s,A_s)$ as $n \to \infty$. Since the derivatives are in $D$ the integrands in the various above integrals are bounded by a constant depending only on $F,K,R$ and $t$ but not on $s$ nor on $\omega$. The dominated convergence and the dominated convergence theorem for the stochastic integrals \footnote{\cite{Kallianpur/Shiryaev92} Ch.IV Theorem 32} then ensure that the Lebesgue-Stieltjes integrals converge almost surely, and the stochastic integral in probability, to the terms appearing in \footnote{\cite{Kallianpur/Shiryaev92} Ch.IV Theorem 32} as $n \to \infty$.

Consider now the general case where $X$ and $A$ may be unbounded. Let $K_n$ be an increasing sequence of compact sets with $\bigcup_{n \geq 0} K_n = \mathbb{R}^d$ and denote the stopping times

$$\tau_n = \inf \{ s < t | X(s) \notin K^n \text{ or } |A(s)| > n \} \land t.$$ 

Applying the previous result to the stopped process $(X_{t\land \tau_n}, A_{t\land \tau_n})$ and noting that, by \footnote{\cite{Kallianpur/Shiryaev92}}, $F(t,X_t,A_t) = F(t,X_t,A_{t-})$ leads to:

$$F(t,X_{t\land \tau_n}, A_{t\land \tau_n}) - F(0,X_0,A_0) = \int_0^{t\land \tau_n} DF(u,X_u,A_u)du$$

$$+ \frac{1}{2} \int_0^{t\land \tau_n} \text{tr} \left( \nabla^2_\omega F(u,X_u,A_u) d[X](u) \right) + \int_0^{t\land \tau_n} \nabla_\omega F(u,X_u,A_u).dX$$

$$+ \int_{t\land \tau_n}^t DF(u,X_{u\land \tau_n}, A_{u\land \tau_n})du$$

The terms in the first line converges almost surely to the integral up to time $t$ since $t \land \tau_n = t$ almost surely for $n$ sufficiently large. For the same reason the last term converges almost surely to 0. \hfill \Box
7 Weak functional calculus for square-integrable processes

The pathwise functional calculus presented in Sections 5 and 6 extends the Ito calculus to a large class of path-dependent functionals of semimartingales, of which we have already given several examples. Although in Section 6 we introduced a probability measure \( \mathbb{P} \) on the space \( D([0,T],\mathbb{R}^d) \), under which \( X \) is a semimartingale, its probabilistic properties did not play any crucial role in the results, since the key results were shown to hold pathwise, \( \mathbb{P} \)-almost surely.

However, this pathwise calculus requires continuity of the functionals and their directional derivatives with respect to the supremum norm: without the (left-)continuity condition (5.4), the Functional Ito formula (Theorem 6.4) may fail to hold in a pathwise sense. This excludes some important examples of non-anticipative functionals, such as Ito stochastic integrals or the Ito map [52, 48], which describes the correspondence between the solution of a stochastic differential equation and the driving Brownian motion.

Another issue which arises when trying to apply the pathwise functional calculus to stochastic processes is that, in a probabilistic setting, functionals of a process \( X \) need only to be defined on a set of probability 1 with respect to \( \mathbb{P}^X \); modifying the definition of a functional \( F \) outside the support of \( \mathbb{P}^X \) does not affect the image process \( F(X) \) from a probabilistic perspective. So, in order to work with processes, we need to extend the previous framework to functionals which are not necessarily defined on the whole space \( \Lambda_T \) but only \( \mathbb{P}^X \)-almost everywhere, i.e. \( \mathbb{P}^X \)-equivalence classes of functionals.

This construction is well known in a finite-dimensional setting: given a reference measure \( \mu \) on \( \mathbb{R}^d \) one can define notions of \( \mu \)-almost everywhere regularity, weak derivatives and Sobolev regularity scales using duality relations with respect to the reference measure; this is the approach behind Schwartz’s theory of distributions [65]. The Malliavin calculus [52], conceived by Paul Malliavin as a weak calculus for Wiener functionals, can be seen as an analogue of Schwartz distribution theory on the Wiener space, using the Wiener measure as reference measure.\footnote{Failure to recognize this important point has led to several erroneous assertions in the literature, via a naive application of the functional Ito formula.} The idea is to construct an extension of the derivative operator using a duality relation, which extends the integration by parts formula. The closure of the derivative operator then defines the class of function(al)s to which the derivative may be applied in a weak sense.

We adopt here a similar approach, outlined in [11]: given a square-integrable Ito process \( X \), we extend the pathwise functional calculus to a weak non-anticipative functional calculus whose domain of applicability includes all square integrable semimartingales adapted to the filtration \( \mathcal{F}^X \) generated by \( X \).

We first define, in Section 7.1, a vertical derivative operator acting on processes, i.e. \( \mathbb{P} \)-equivalence classes of functionals of \( X \), which is shown to be

\[4\text{This viewpoint on the Malliavin calculus was developed by Shigekawa [65], Watanabe [74] and Sugita [72, 71].}\]
related to the martingale representation theorem (Section 7.2).

This operator $\nabla_X$ is then shown to be closable on the space of square-integrable martingales, and its closure is identified as the inverse of the Ito integral with respect to $X$: for $\phi \in L^2(X)$, $\nabla_X \left( \int \phi \, dX \right) = \phi$ (Theorem 7.7). In particular, we obtain a constructive version of the martingale representation theorem (Theorem 7.8), which states that for any square-integrable $\mathcal{F}_T^X$-martingale $Y$,

$$Y(T) = Y(0) + \int_0^T \nabla_X Y \, dX \quad \mathbb{P} \text{- a.s.}$$

This formula can be seen as a non-anticipative counterpart of the Clark-Haussmann-Ocone formula [5, 36, 37, 44, 56]. The integrand $\nabla_X Y$ is an adapted process which may be computed pathwise, so this formula is more amenable to numerical computations than those based on Malliavin calculus [12].

Section 7.4 further discusses the relation with the Malliavian derivative on the Wiener space: we show that the weak derivative $\nabla_X$ may be viewed as a non-anticipative “lifting” of the Malliavin derivative (Theorem 7.9): for square-integrable martingales $Y$ whose terminal value $Y(T) \in \mathcal{D}^{1,2}$ is Malliavin-differentiable, we show that that the vertical derivative is in fact a version of the predictable projection of the Malliavin derivative: $\nabla_X Y(t) = E[D_t H | \mathcal{F}_t]$.

Finally, in Section 7.5 we extend the weak derivative to all square-integrable semimartingales and discuss an application of this construction to forward-backward SDEs (FBSDEs).

### 7.1 Vertical derivative of an adapted process

Throughout this Section, $X: [0, T] \times \Omega \to \mathbb{R}^d$ will denote a continuous, $\mathbb{R}^d$-valued semi-martingale defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Since all processes we deal with are functionals of $X$, we will consider without loss of generality $\Omega$ to be the canonical space $D([0, T], \mathbb{R}^d)$, and $X(t, \omega) = \omega(t)$ to be the coordinate process. $\mathbb{P}$ then denotes the law of the semimartingale. We denote by $\mathbb{F} = (\mathcal{F}_t)_{t \geq 0}$ the $\mathbb{P}$-completion of $\mathcal{F}_{t+}$.

We assume that

$$[X](t) = \int_0^t A(s) \, ds$$

for some cadlag process $A$ with values in $S^+_d$. Note that $A$ need not be a semimartingale.

Any non-anticipative functional $F: \Lambda_T \to \mathbb{R}$ applied to $X$ generates an $\mathbb{F}$-adapted process

$$Y(t) = F(t, X_t) = F(t, \{X(u \wedge t), u \in [0, T]\})$$

However, the functional representation of the process $Y$ is not unique: modifying $F$ outside the topological support of $\mathbb{P}^X$ does not change $Y$. In particular, the values taken by $F$ outside $\mathcal{W}_T$ do not affect $Y$. Yet, the definition of the vertical
\( \nabla_\omega F \) seems to depend on the value of \( F \) for paths such as \( \omega + e_1 [t, T] \) which is clearly not continuous.

Theorem 5.28 gives a partial answer to this issue in the case where the topological support of \( \mathbb{P} \) is the full space \( C^0([0, T], \mathbb{R}^d) \) (which is the case, for instance, for the Wiener process), but does not cover the wide variety of situations that may arise. To tackle this issue we need to define a vertical derivative operator which acts on (\( \mathbb{F} \)-adapted) processes, i.e. equivalence classes of (non-anticipative) functionals modulo an evanescent set. The functional Ito formula (72) provides the key to this construction. If \( F \in C^{1,2}_{loc}(W_T) \) then Theorem 6.4 identifies

\[
\int_0^t \nabla_\omega F(u, X_u) \, dM(u)
\]

as the local martingale component of \( Y(t) = F(t, X_t) \), which implies that it should be independent of the functional representation of \( Y \):

Lemma 7.1. Let \( F^1, F^2 \in C^{1,2}_b(W_T) \), such that

\[
\forall t \in [0, T], \quad F^1(t, X_t) = F^2(t, X_t) \quad \mathbb{P} \text{ - a.s.}
\]

Then

\[
\int_0^t [\nabla_\omega F^1(u, X_u) - \nabla_\omega F^2(u, X_u)] A(u-) [\nabla_\omega F^1(u, X_u) - \nabla_\omega F^2(u, X_u)] du = 0 \tag{90}
\]

outside an evanescent set.

Proof. Let \( X = Z + M \) where \( Z \) is a continuous process with finite variation and \( M \) is a continuous local martingale. There exists \( \Omega_1 \in \mathcal{F} \) such that \( \mathbb{P}(\Omega_1) = 1 \) and for \( \omega \in \Omega_1 \) the path of \( t \mapsto X(t, \omega) \) is continuous and \( t \mapsto A(t, \omega) \) is cadlag.

Theorem 6.4 implies that the local martingale part of \( 0 = F^1(t, X_t) - F^2(t, X_t) \) can be written:

\[
0 = \int_0^t \left( \nabla_\omega F^1(u, X_u) - \nabla_\omega F^2(u, X_u) \right) dM(u) \tag{91}
\]

Computing its quadratic variation, we have, on \( \Omega_1 \)

\[
0 = \int_0^t \frac{1}{2} [\nabla_\omega F^1(u, X_u) - \nabla_\omega F^2(u, X_u)] A(u-) [\nabla_\omega F^1(u, X_u) - \nabla_\omega F^2(u, X_u)] du \tag{92}
\]

and \( \nabla_\omega F^1(t, X_t) = \nabla_\omega F^1(t, X_{t-}) \) since \( X \) is continuous. So on \( \Omega_1 \) the integrand in (92) is left-continuous; therefore (92) implies that for \( t \in [0, T], \omega \in \Omega_1 \),

\[
\int_0^t \frac{1}{2} [\nabla_\omega F^1(u, X_u) - \nabla_\omega F^2(u, X_u)] A(u-) [\nabla_\omega F^1(u, X_u) - \nabla_\omega F^2(u, X_u)] du = 0.
\]

Thus, if we assume that in (88) \( A(t-) \) is almost surely non-singular, then Lemma 7.1 allows to define intrinsically the pathwise derivative of any process \( Y \) with a smooth functional representation \( Y(t) = F(t, X_t) \).
**Assumption 7.1** (Non-degeneracy of local martingale component). $A(t)$ in (88) is non-singular almost-everywhere:

$$\det(A(t)) \neq 0 \quad dt \times d\mathbb{P} - a.e.$$ 

**Definition 7.2** (Vertical derivative of a process). Define $\mathcal{C}_{1,2}^{1,2}(X)$ the set of $\mathcal{F}_t$-adapted processes $Y$ which admit a functional representation in $\mathcal{C}_{1,2}^{1,2}(\Lambda_T)$:

$$\mathcal{C}_{1,2}^{1,2}(X) = \{ Y, \exists F \in \mathcal{C}_{1,2}^{1,2}, Y(t) = F(t, X_t) \ dt \times \mathbb{P} - a.e. \}$$ (93)

Under Assumption 7.1, for any $Y \in \mathcal{C}_{1,2}^{1,2}(X)$, the predictable process

$$\nabla_X Y(t) = \nabla \omega F(t, X_t)$$

is uniquely defined up to an evanescent set, independently of the choice of $F \in \mathcal{C}_{1,2}^{1,2}(W_T)$ in the representation (93). We will call the process $\nabla_X Y$ the **vertical derivative** of $Y$ with respect to $X$.

Although the functional $\nabla \omega F : \Lambda_T \to \mathbb{R}^d$ does depend on the choice of the functional representation $F$ in (89), the process $\nabla_X Y(t) = \nabla \omega F(t, X_t)$ obtained by computing $\nabla \omega F$ along the paths of $X$ does not.

The vertical derivative $\nabla_X$ defines a correspondence between $\mathbb{F}$-adapted processes: it maps any process $Y \in \mathcal{C}_{1,2}^{1,2}(X)$ to an $\mathbb{F}$-adapted process $\nabla_X Y$. It defines a linear operator

$$\nabla_X : \mathcal{C}_{1,2}^{1,2}(X) \to \mathcal{C}_{1,2}^{0,0}(X)$$

on the algebra of smooth functionals $\mathcal{C}_{1,2}^{1,2}(X)$, with the following properties: for any $Y, Z \in \mathcal{C}_{1,2}^{1,2}(X)$, and any $\mathbb{F}$-predictable process $\lambda$, we have

- $\mathcal{F}_t$-linearity: $\nabla_X (Y + \lambda Z)(t) = \nabla_X Y(t) + \lambda(t) \ \nabla_X Z(t)$
- Differentiation of products: $\nabla_X (YZ)(t) = Z(t)\nabla_X Y(t) + Y(t)\nabla_X Z(t)$
- Composition rule: If $U \in \mathcal{C}_{1,2}^{1,2}(Y)$, then $U \in \mathcal{C}_{1,2}^{1,2}(X)$ and

$$\forall t \in [0, T], \quad \nabla_X U(t) = \nabla_Y U(t) \cdot \nabla_X Y(t).$$ (94)

The vertical derivative operator $\nabla_X$ has important links with the Ito stochastic integral. The starting point is the following remark:

**Proposition 7.3** (Representation of smooth local martingales). For any local martingale $Y \in \mathcal{C}_{1,2}^{1,2}(X)$ we have the representation

$$Y(T) = Y(0) + \int_0^T \nabla_X Y.dM$$ (95)

where $M$ is the local martingale component of $X$. 
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Proof. Since \( Y \in C^{1,2}_{\text{loc}}(X) \), there exists \( F \in C^{1,2}_{\text{loc}}(W_T) \) such that \( Y(t) = F(t, X_t) \). Then Theorem 6.4 implies that for \( t \in [0, T] \):

\[
Y(t) - Y(0) = \int_0^t DF(u, X_u)du + \frac{1}{2} \int_0^t \text{tr}(t^2 \nabla^2 F(u, X_u) d[\mathcal{X}](u)) \int_0^t \nabla \omega F(u, X_u) dZ(u) + \int_0^t \nabla \omega F(t, X_t) dM(u)
\]

Given the regularity assumptions on \( F \), all terms in this sum are continuous process with finite variation while the last term is a continuous local martingale. By uniqueness of the semimartingale decomposition of \( Y \), we thus have: \( Y(t) = \int_0^t \nabla \omega F(u, X_u) dM(u) \). Since \( F \in C^{0,0}_{\text{loc}}([0, T]) \) \( Y(t) \to F(T, X_T) \) as \( t \to T \), so the stochastic integral also is well-defined for \( t \in [0, T] \).

We now explore further the consequences of this property and its link with the martingale representation theorem.

### 7.2 Martingale representation formula

Consider now the case where \( X \) is a Brownian martingale:

\[
X(t) = X(0) + \int_0^t \sigma(u) dW(u),
\]

where \( \sigma \) is a process adapted to \( \mathcal{F}_t \) satisfying

\[
E\left( \int_0^T \|\sigma(t)\|^2 dt \right) < \infty, \quad \det(\sigma(t)) \neq 0 \quad dt \times d\mathbb{P} - a.e. \quad (96)
\]

Then \( X \) is a square-integrable martingale with the predictable representation property \[45, 63\]: for any square-integrable \( \mathcal{F}_T \) measurable random variable \( H \), or equivalently, any square-integrable \( \mathbb{F} \) martingale \( Y \) defined by \( Y(t) = E[H|\mathcal{F}_t] \), there exists a unique \( \mathbb{F} \) predictable process \( \phi \) such that

\[
Y(t) = Y(0) + \int_0^t \phi \, dX, \quad \text{i.e.,} \quad H = Y(0) + \int_0^T \phi \, dX \quad (97)
\]

and

\[
E\left( \int_0^T \text{tr}(\phi(u), \phi(u) d[X](u)) \right) < \infty. \quad (98)
\]

The classical proof of this representation result (see e.g. \[63\]) is non-constructive and a lot of effort has been devoted to obtaining an explicit form for \( \phi \) in terms of \( Y \), using Markovian methods \[17, 25, 27, 42, 58\] or Malliavin calculus \[5, 3, 44, 37, 56, 55\]. We will now see that the vertical derivative gives a simple representation of the integrand \( \phi \).

If \( Y \in C^{1,2}_{\text{loc}}(X) \) is a martingale then Proposition 7.3 applies so, comparing \[97\] with \[95\] suggests \( \phi = \nabla_X Y \) as the obvious candidate. We now show that this guess is indeed correct in the square-integrable case.
Let $L^2(X)$ be the Hilbert space of $\mathbb{F}$-predictable processes such that
\[
||\phi||^2_{L^2(X)} = E\left(\int_0^T \text{tr}(\phi(u),^t\phi(u)d[X](u))\right) < \infty
\]  
(99)

This is the space of integrands for which one defines the usual $L^2$ extension of the Ito integral with respect to $X$.

**Proposition 7.4 (Representation of smooth $L^2$ martingales).** If $Y \in C^{1,2}_{\text{loc}}(X)$ is a square-integrable martingale then
\[
\nabla_X Y \in L^2(X) \quad \text{and} \quad Y(T) = Y(0) + \int_0^T \nabla_X Y.dX
\]  
(100)

**Proof.** Applying Proposition 7.3 to $Y$ we obtain that $Y = Y(0) + \int_0 \nabla_X Y.dX$. Since $Y$ is square-integrable, the Ito integral $\int_0 \nabla_X Y.dX$ is square-integrable and the Ito isometry formula yields
\[
E\left(\|Y(T) - Y(0)\|^2\right) = E\left|\int_0^T \nabla_X Y.dX\right|^2 = E\left(\int_0^T \text{tr}(^t\nabla_X Y(u),\nabla_X Y(u)d[X](u))\right) < \infty
\]  
so $\nabla_X Y \in L^2(X)$. The uniqueness of the predictable representation in $L^2(X)$ then allows us to conclude. \qed

### 7.3 Weak derivative for square-integrable functionals

Let $\mathcal{M}^2(X)$ be the space of square-integrable $\mathbb{F}$-martingales with initial value zero, with the norm $||Y|| = \sqrt{E|Y(T)|^2}$.

We will now use Proposition 7.4 to extend $\nabla_X$ to a continuous functional on $\mathcal{M}^2(X)$.

First, observe that the predictable representation property implies that the stochastic integral with respect to $X$ defines a bijective isometry
\[
I_X : L^2(X) \mapsto \mathcal{M}^2(X)
\]
\[
\phi \mapsto \int_0^\cdot \phi.dX
\]  
(101)

Then, by Proposition 7.4, the vertical derivative $\nabla_X$ defines a continuous map
\[
\nabla_X : C^{1,2}_{\text{loc}}(X) \cap \mathcal{M}^2(X) \mapsto L^2(X)
\]
on the set of 'smooth martingales'
\[
D(X) = C^{1,2}_b(X) \cap \mathcal{M}^2(X).
\]  
(102)

This isometry property can now be used to extend $\nabla_X$ to the entire space $\mathcal{M}^2(X)$, using a density argument:
Lemma 7.5 (Density of $C_b^{1,2}(X)$ in $\mathcal{M}^2(X)$). \{\nabla_X Y, Y \in D(X)\} is dense in $L^2(X)$ and $D(X) = C_b^{1,2}(X) \cap \mathcal{M}^2(X)$ is dense in $\mathcal{M}^2(X)$.

Proof. We first observe that the set of cylindrical non-anticipative processes of the form
\[
\phi_{n,f,(t_1,..,t_n)}(t) = f(X(t_1),...,X(t_n))1_{t>t_n}
\]
where $n \geq 1$, $0 \leq t_1 <..< t_n \leq T$ and $f \in C_b^{\infty}(\mathbb{R}^n, \mathbb{R})$ is a total set in $L^2(X)$ i.e. their linear span, which we denote by $U$, is dense in $L^2(X)$. For such an integrand $\phi_{n,f,(t_1,..,t_n)}$, the stochastic integral with respect to $X$ is given by the martingale
\[
Y(t) = I_X(\phi_{n,f,(t_1,..,t_n)})(t) = F(t, X_t)
\]
where the functional $F$ is defined on $\Lambda_T$ as:
\[
F(t, \omega) = f(\omega(t_1-),...,\omega(t_n-))(\omega(t) - \omega(t_n))1_{t>t_n}
\]
so that:
\[
\nabla_\omega F(t, \omega) = f(\omega(t_1-),...,\omega(t_n-))1_{t>t_n}, \nabla^2_\omega F(t, \omega) = 0, \mathcal{D}F(t, \omega) = 0
\]
which shows that $F \in C_b^{1,2}$ (see Example 5.11). Hence, $Y \in C_b^{1,2}(X)$. Since $f$ is bounded, $Y$ is obviously square integrable so $Y \in D(X)$. Hence $I_X(U) \subset D(X)$.

Since $I_X$ is a bijective isometry from $L^2(X)$ to $\mathcal{M}^2(X)$, the density of $U$ in $L^2(X)$ entails the density of $I_X(U)$ in $\mathcal{M}^2(X)$.

This leads to a useful characterization of the vertical derivative $\nabla_X$:

Proposition 7.6 (Integration by parts on $D(X)$).
Let $Y \in D(X) = C_b^{1,2}(X) \cap \mathcal{M}^2(X)$. Then $\nabla_X Y$ is the unique element of $L^2(X)$ which satisfies
\[
\forall Z \in D(X), \quad E[Y(T)Z(T)] = E\left(\int_0^T \text{tr}(\nabla_X Y(t)\nabla_X Z(t)d[X](t))\right). \quad (103)
\]

Proof. Let $Y, Z \in D(X)$. Then $Y$ is a square-integrable martingale with $Y(0) = 0$ and $E[|Y(T)|^2] < \infty$. Applying Proposition 7.4 to $Y, Z$, we obtain $Y = \int \nabla_X Y.dX, Z = \int \nabla_X Z.dX$, so
\[
E[\nabla_X Y.Z(T)] = E[\int_0^T \nabla_X Y.dX \int_0^T \nabla_X Z.dX]
\]
Applying the Itô isometry formula yields the (103). If we now consider another process $\psi \in L^2(X)$ which verifies
\[
\forall Z \in D(X), \quad E[\psi(T)Z(T)] = E\left(\int_0^T \text{tr}(\psi(t)^t\nabla_X Z(t)d[X])\right),
\]
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then substracting from (103) yields that
\[ \forall Z \in D(X), \quad <\psi - \nabla_X Y, \nabla_X Z >_{L^2(X)} = 0. \]
which implies \( \psi = \nabla_X Y \) since, by Lemma 7.5 \( \{ \nabla_X Z, Z \in D(X) \} \) is dense in \( L^2(X) \).

We can rewrite (103) as:
\[
E \left( Y(T) \int_0^T \phi.dX \right) = E \left( \int_0^T \text{tr} \left( \nabla_X Y(t)^t \nabla_X Z(t) d[X](t) \right) \right) \tag{104}
\]
which can be understood as an 'integration by parts formula' on \([0, T] \times \Omega\) with respect to the measure \( d[X] \times d\mathbb{P} \).

The integration by parts formula, and the density of the domain are the two ingredients needed to show that the operator is closable on \( M^2(X) \):

**Theorem 7.7** (Extension of \( \nabla_X \) to \( M^2(X) \)). The vertical derivative \( \nabla_X : D(X) \mapsto L^2(X) \) admits a unique continuous extension to \( M^2(X) \)
\[
\nabla_X : M^2(X) \mapsto L^2(X) \quad \int_0^T \phi.dX \mapsto \phi \tag{105}
\]
which is a bijective isometry characterized by the integration by parts formula: for \( Y \in M^2(X) \), \( \nabla_X Y \) is the unique element of \( L^2(X) \) such that
\[
\forall Z \in D(X), \quad E[Y(T)Z(T)] = E \left( \int_0^T \text{tr} \left( \nabla_X Y(t)^t \nabla_X Z(t) d[X](t) \right) \right) \tag{106}
\]
In particular, \( \nabla_X \) is the adjoint of the Ito stochastic integral
\[
I_X : L^2(X) \mapsto M^2(X) \quad \phi \mapsto \int_0^T \phi.dX \tag{107}
\]
in the following sense:
\[
\forall \phi \in L^2(X), \quad \forall Y \in M^2(X), \quad E[Y(T)\int_0^T \phi.dX] = < \nabla_X Y, \phi >_{L^2(X)} \tag{108}
\]

**Proof.** Any \( Y \in M^2(X) \) may be written as \( Y(t) = \int_0^t \phi(s) dX(s) \) with \( \phi \in L^2(X) \), which is uniquely defined \( d[X] \times d\mathbb{P} \) a.e. The Ito isometry formula then guarantees that (106) holds for \( \phi \). To show that (106) uniquely characterizes \( \phi \), consider \( \psi \in L^2(X) \) which also satisfies (106), then, denoting \( I_X(\psi) = \int_0^T \psi.dX \) its stochastic integral with respect to \( X \), (106) then implies that
\[
\forall Z \in D(X), \quad < I_X(\psi) - Y, Z >_{M^2(X)} = E[(Y(T) - \int_0^T \psi.dX)Z(T)] = 0
\]
which implies \( I_X(\psi) = Y d[X] \times d\mathbb{P} \) a.e. since by construction \( D(X) \) is dense in \( M^2(X) \). Hence, \( \nabla_X : D(X) \mapsto L^2(X) \) is closable on \( M^2(X) \). \( \square \)
We have thus extended Dupire’s pathwise vertical derivative $\nabla \omega$ to a weak derivative $\nabla X$ defined for all square-integrable $\mathbb{F}$–martingales, which is the inverse of the Itô integral $I_X$ with respect to $X$:

$$\forall \phi \in L^2(X), \quad \nabla X \left( \int_0^t \phi dX \right) = \phi \quad (109)$$

holds in the sense of equality in $L^2(X)$.

The above results now allow us to state a general version of the martingale representation formula, valid for all square-integrable martingales:

**Theorem 7.8** (Martingale representation formula: general case). For any square-integrable $\mathbb{F}$–martingale $Y$,

$$\forall t \in [0, T], \quad Y(t) = Y(0) + \int_0^t \nabla_X Y.dX \quad \mathbb{P} - a.s. \quad (110)$$

This relation, which can be understood as a stochastic version of the 'fundamental theorem of calculus' for martingales, shows that $\nabla X$ is a 'stochastic derivative' in the sense of Zabczyk [76] and Davis [17].

Theorem 7.7 suggests that the space of square-integrable martingales can be seen as a 'Martingale Sobolev space' of order 1 constructed above $L^2(X)$ [11]. However, since for $Y \in \mathcal{M}^2(X), \nabla_X Y$ is not a martingale, Theorem 7.7 does not allow to iterate this weak differentiation to higher orders. We will see in Section 7.5 how to extend this construction to semimartingales and construct Sobolev spaces of arbitrary order for the operator $\nabla_X$.

### 7.4 Relation with the Malliavin derivative

The above construction holds in particular in the case where $X = W$ is a Wiener process. Consider the canonical Wiener space $(\Omega_0 = C_0([0, T], \mathbb{R}^d), \|\cdot\|_{\infty}, \mathbb{P})$ endowed with the filtration of the canonical process $W$, which is a Wiener process under $\mathbb{P}$.

Theorem 7.7 then applies to $X = W$ is the Wiener process and allows to define, for any square-integrable Brownian martingale $Y \in \mathcal{M}^2(W)$, the *vertical derivative* $\nabla_W Y \in L^2(W)$ of $Y$ with respect to $W$.

Note that the Gaussian properties of $W$ play no role in the construction of the operator $\nabla_W$. We now compare the Brownian vertical derivative $\nabla_W$ with the Malliavin derivative [52, 3, 4, 68].

Consider an $\mathcal{F}_T$-measurable functional $H = H(X(t), t \in [0, T]) = H(X_T)$ with $E[|H|^2] < \infty$. If $H$ is differentiable in the Malliavin sense [3, 52, 55, 68] e.g. $H \in D^{1,2}$ with Malliavin derivative $D_t H$, then the Clark-Haussmann-Ocone formula [56, 55] gives a stochastic integral representation of $H$ in terms of the Malliavin derivative of $H$:

$$H = E[H] + \int_0^T \mu E[D_t H | \mathcal{F}_t] dW(t) \quad (110)$$
where \( pE[D_tH|F_t] \) denotes the predictable projection of the Malliavin derivative. This yields a stochastic integral representation of the martingale \( Y(t) = E[H|F_t] \):

\[
Y(t) = E[H|F_t] = E[H] + \int_0^t pE[D_tH|F_u]dW(u)
\]

Related martingale representations have been obtained under a variety of conditions [3, 17, 27, 44, 58, 55].

Denote by

- \( L^2([0,T] \times \Omega) \) the set of \( F_T \)-measurable maps \( \phi : [0,T] \times \Omega \to \mathbb{R}^d \) on \([0,T]\) with

\[
E\int_0^T \|\phi(t)\|^2 dt < \infty
\]

- \( E[\cdot|\mathcal{F}] \) the conditional expectation operator with respect to the filtration \( \mathcal{F} = (\mathcal{F}_t, t \in [0,T]) \):

\[
E[\cdot|\mathcal{F}] : H \in L^2(\Omega, F_T, P) \to (E[H|F_t], t \in [0,T]) \in \mathcal{M}^2(W)
\]

- \( D \) the Malliavin derivative operator, which associates to a random variable \( H \in D^{1,2}(0,T) \) the (anticipative) process \( (D_tH)_{t \in [0,T]} \in L^2([0,T] \times \Omega) \).

**Theorem 7.9** (Intertwining formula). The following diagram is commutative is the sense of \( dt \times dP \) equality:

\[
\begin{align*}
\mathcal{M}^2(W) & \xrightarrow{\nabla_W} L^2(W) \\
\uparrow E[\cdot|\mathcal{F}] & \quad \uparrow E[\cdot|\mathcal{F}] \\
D^{1,2} & \xrightarrow{p} L^2([0,T] \times \Omega)
\end{align*}
\]

In other words, the conditional expectation operator intertwines \( \nabla_W \) with the Malliavin derivative:

\[
\forall H \in D^{1,2}(\Omega_0, F_T, P), \quad \nabla_W (E[H|F_t]) = E[D_tH|F_t]
\]

**Proof.** The Clark-Haussmann-Ocone formula [56] gives

\[
\forall H \in D^{1,2}, \quad H = E[H] + \int_0^T pE[D_tH|F_t]dW_t
\]

where \( pE[D_tH|F_t] \) denotes the predictable projection of the Malliavin derivative. On other hand from Theorem 7.4 we know that

\[
H = E[H] + \int_0^T \nabla_W Y(t) \ dW(t)
\]

where \( Y(t) = E[H|F_t] \). Hence \( pE[D_tH|F_t] = \nabla_W E[H|F_t] \), \( dt \times dP \) almost everywhere. \( \square \)
The predictable projection on $\mathcal{F}_t$ \[19\] Vol. I] can be viewed as a morphism which “lifts” relations obtained in the framework of Malliavin calculus into relations between non-anticipative quantities, where the Malliavin derivative and the Skorokhod integral are replaced, respectively, by the vertical derivative $\nabla_W$ and the Ito stochastic integral.

Rewriting (111) as

$$\forall t \leq T, \quad (\nabla_W Y)(t) = E[\mathcal{D}_t(Y(T)) | \mathcal{F}_t],$$

we can note that the choice of $T \geq t$ is arbitrary: for any $h \geq 0$, we have

$$\nabla_W Y(t) = \nabla E[\mathcal{D}_t(Y(t + h)) | \mathcal{F}_t].$$

Taking the limit $h \to 0^+$ yields

$$\nabla_W Y(t) = \lim_{h \to 0^+} \nabla E[\mathcal{D}_t Y(t + h) | \mathcal{F}_t] \tag{114}$$

The right hand side is sometimes written, with some abuse of notation, as $D_t Y(t)$, and called the ‘diagonal Malliavin derivative’. From a computational viewpoint, unlike the Clark-Haussmann-Ocone representation which requires to simulate the anticipative process $\mathcal{D}_t H$ and compute conditional expectations, $\nabla_X Y$ only involves non-anticipative quantities which can be computed path by path. It is thus more amenable to numerical computations \[12\].

<table>
<thead>
<tr>
<th>Perturbations</th>
<th>Malliavin derivative $\mathbb{D}$</th>
<th>Vertical Derivative $\nabla_W$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain</td>
<td>$\mathbb{D}^{1,2}(\mathcal{F}_T)$</td>
<td>$\mathcal{M}^2(W)$</td>
</tr>
<tr>
<td>Range</td>
<td>$L^2([0, T] \times \Omega)$</td>
<td>$\mathbb{L}^2(W)$</td>
</tr>
<tr>
<td>Measurability</td>
<td>$\mathcal{F}^W_t$-measurable (anticipative)</td>
<td>$\mathcal{F}^W_t$-measurable (non-anticipative)</td>
</tr>
<tr>
<td>Adjoint</td>
<td>Skorokhod integral</td>
<td>Ito integral</td>
</tr>
</tbody>
</table>

Table 1: Comparison of the Malliavin derivative and the vertical derivative.

The commutative diagram above shows that $\nabla_W$ may be seen as ‘non-anticipative lifting’ of the Malliavin derivative: the Malliavin derivative on random variables (lower level) is lifted to the vertical derivative of non-anticipative processes (upper level) by the conditional expectation operator.
Having pointed out the parallels between these constructions, we must note however that our construction of the weak derivative operator $\nabla_X$ works for any square-integrable continuous martingale $X$ and does not involve any Gaussian or probabilistic properties of $X$. Also, the domain of the vertical derivative spans all square-integrable functionals, whereas the Malliavin derivative has a strictly smaller domain $D^{1,2}$.

Regarding this last point: in fact the above correspondence can be extended to the full space $L^2(\mathbb{P}, \mathcal{F}_T)$ using Hida’s white noise analysis and the use of distribution-valued processes. Aase et al extend the Malliavin derivative as a distribution-valued process $\tilde{D}_t F$ on $L^2(\mathbb{P}, \mathcal{F}_T)$ where $\mathbb{P}$ is the Wiener measure and $\mathcal{F}_T$ the Brownian filtration, and derive a generalized Clark-Haussman-Ocone formula:

$$ F = E[F] + \int_0^T E[\tilde{D}_t F|\mathcal{F}_t] \diamond W(t) \, dt $$

(115)

where $\diamond$ denotes a ‘Wick product’.

Although this white-noise extension of the Malliavin derivative is not a stochastic process but a distribution-valued process, the uniqueness of the martingale representation shows that its predictable projection $E[\tilde{D}_t F|\mathcal{F}_t]$ is a bona-fide square-integrable process which is a version of the (weak) vertical derivative:

$$ E[\tilde{D}_t F|\mathcal{F}_t] = \nabla_W Y(t) \, dt \times d\mathbb{P} - a.e. $$

This extends the commutative diagram to the full space

$$ \begin{align*}
\mathcal{M}^2(\mathbb{P}) & \xrightarrow{\nabla_W} \mathcal{L}^2(\mathbb{P}) \\
\mathcal{L}^2(\Omega, \mathcal{F}_T, \mathbb{P}) & \xrightarrow{(E[|\mathcal{F}_t|]_{t\in[0,T]})_{t\in[0,T]}} H^{-1}([0,T] \times \Omega)
\end{align*} $$

However, the formulae obtained using the vertical derivative $\nabla_W$ only involve Ito stochastic integrals of non-anticipative processes and do not require any recourse to distribution-valued processes.

But, most importantly, the construction of the vertical derivative and the associated martingale representation formulae make no use of the Gaussian properties of the underlying martingale $X$ and extend well beyond the Wiener process, to any square-integrable martingale.

### 7.5 Extension to semimartingales

We now show how $\nabla_X$ can be extended to all square-integrable $\mathbb{F}$-semimartingales.

Define $\mathcal{A}^2(\mathbb{F})$ as the set of $\mathbb{F}$-adapted processes $H$ with finite variation $\int_0^T |dH| < \infty$ such that

$$ V_1(H) = \int_0^T |dH| \in L^2(\Omega, \mathbb{F}, \mathbb{P}), \quad \text{i.e.} \quad \mathbb{E} \left( \int_0^T |dH| \right)^2 < \infty, $$
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equipped with the norm

$$
\|H\|_{A^2}^2 = E \left( |H(0)|^2 + V_1(H)^2 \right)
$$

and consider the direct sum

$$
S^{1,2}(X) = \mathcal{M}^2(X) \oplus \mathcal{A}^2(\mathbb{F}).
$$

(116)

Then any process $S \in S^{1,2}(X)$ is an $\mathbb{F}$-adapted special semimartingale with a unique decomposition

$$
S = M + H
$$

where $M \in \mathcal{M}^2(X)$ is a square-integrable $\mathbb{F}$-martingale with $M(0) = 0$ and

$$
H \in \mathcal{A}^2(\mathbb{F}) \text{ with } H(0) = S(0).
$$

The norm defined by

$$
\|S\|_{S^{1,2}}^2 = E \left( [S](T) \right) + \|H\|_{A^2}^2
$$

(117)

defines a Hilbert space structure on $S^{1,2}(X)$ for which $\mathcal{A}^2(\mathbb{F})$ and $\mathcal{M}^2(X)$ are closed subspaces of $S^{1,2}(X)$.

We will refer to processes in $S^{1,2}(X)$ as 'square-integrable $\mathbb{F}$-semimartingales'.

**Theorem 7.10** (Weak derivative on $S^{1,2}(X)$). The vertical derivative

$$
\nabla_X : \mathcal{C}^{1,2}(X) \cap S^{1,2}(X) \rightarrow \mathcal{L}^2(X)
$$

admits a unique continuous extension to the space $S^{1,2}(X)$ of square-integrable $\mathbb{F}$-semimartingales, such that:

1. The restriction of $\nabla_X$ to square-integrable martingales is a bijective isometry

$$
\nabla_X : \mathcal{M}^2(X) \rightarrow \mathcal{L}^2(X)
$$

$$
\int_0^T \phi.dX \mapsto \phi
$$

(118)

which is the inverse of the Ito integral with respect to $X$.

2. For any finite variation process $H \in \mathcal{A}^2(X)$, $\nabla_X H = 0$.

Clearly, both properties are necessary since $\nabla_X$ already verifies them on $S^{1,2}(X) \cap \mathcal{C}^{1,2}(X)$, which is dense in $S^{1,2}(X)$. Continuity of the extension then imposes $\nabla_X H = 0$ for any $H \in \mathcal{A}^2(\mathbb{F})$. Uniqueness results from the fact that (116) is a continuous direct sum of closed subspaces. The semimartingale decomposition of $S \in S^{1,2}(X)$ may then be interpreted as a projection on the closed subspaces $\mathcal{A}^2(\mathbb{F})$ and $\mathcal{M}^2(X)$.

The following characterization follows from the definition of $S^{1,2}(X)$:

**Proposition 7.11** (Description of $S^{1,2}(X)$).

$$
\forall S \in S^{1,2}(X), \exists (h, \phi) \in \mathcal{L}^2(dt \times d\mathbb{P}) \times \mathcal{L}^2(X), \quad S(t) = S(0) + \int_0^t h(u)du + \int_0^t \phi.dX
$$

where $h, \phi$ are given by

$$
\phi = \nabla_X S, \quad h(t) = \frac{d}{dt} \left( S(t) - \int_0^t \nabla_X S.dX \right)
$$
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The map
\[ \nabla_X : S^{1,2}(X) \hookrightarrow L^2(X) \]
is continuous. So \( S^{1,2}(X) \) may be seen as a Sobolev space of order 1 constructed above \( L^2(X) \), which explains our notation.

We can iterate this construction and define a scale of 'Sobolev' spaces of \( \mathcal{F} \)-semimartingales with respect to \( \nabla_X \):

**Theorem 7.12** (The space \( S^{k,2}(X) \)). Let \( S^{0,2}(X) = L^2(X) \) and define, for \( k \geq 2 \),
\[
S^{k,2}(X) := \{ S \in S^{1,2}(X), \ \nabla_X S \in S^{k-1,2}(X) \}
\]
equipped with the norm
\[
\| S \|_{k,2}^2 = \| H \|_{A^2}^2 + \sum_{j=1}^{k} \| \nabla_X^j S \|_{L^2(X)}^2.
\]

Then \( (S^{k,2}(X), \| \cdot \|_{k,2}) \) is a Hilbert space, \( S^{k,2}(X) \cap C^{1,2}_b(W_T) \) is dense in \( S^{k,2}(X) \) and the maps
\[
\nabla_X : S^{k,2}(X) \hookrightarrow S^{k-1,2}(X)
\]
\[
I_X : S^{k-1,2}(X) \hookrightarrow S^{k,2}(X)
\]
are continuous.

The above construction enables to define
\[
\nabla_X^k : S^{k,2}(X) \hookrightarrow L^2(X)
\]
as a continuous operator on \( S^{k,2}(X) \). This construction may be viewed as a non-anticipative counterpart of Gaussian Sobolev spaces introduced in the Malliavin calculus [66, 72, 71, 74, 26]; unlike those constructions, the embeddings involve the Ito stochastic integral and do not rely on the Gaussian nature of the underlying measure.

We can now use these ingredients to extend the horizontal derivative (Definition 5.7) to \( S \in S^{2,2}(X) \). First, note that if \( S = F(X) \) with \( F \in C^{1,2}_b(W_T) \), then
\[
S(t) - S(0) \approx \int_0^t \nabla_X S.dX - \frac{1}{2} \int_0^t < \nabla_X^2 S, d[X] >
\]
is equal to \( \int_0^t DF(u)du \). For \( S \in S^{2,2}(X) \), the process defined by (121) is almost-surely absolutely continuous with respect to the Lebesgue measure; we use its Radon-Nikodym derivative to define a weak extension of the horizontal derivative.
**Definition 7.13** (Extension of the horizontal derivative to $S^{2,2}$). For $S \in S^{2,2}$ there exists a unique $\mathbb{F}$–adapted process $DS \in \mathcal{L}^2(dt \times d\mathbb{P})$ such that

$$\forall t \in [0,T], \quad \int_0^t DS(u)du = S(t) - S(0) - \int_0^t \nabla_X S \, dX - \frac{1}{2} \int_0^t \nabla_X^2 S \, d[X]$$

(122)

and $E \left( \int_0^T |DS(t)|^2 dt \right) < \infty$.

Formula (122) shows that $DS$ may be interpreted as the 'Stratonovich drift' of $S$, i.e.

$$\int_0^t DS(u)du = S(t) - S(0) - \int_0^t \nabla_X S \circ dX$$

where $\circ$ denotes the Stratonovich integral.

The following property is a straightforward consequence of Definition 7.13:

**Proposition 7.14.** Let $(Y^n)_{n \geq 1}$ be a sequence in $S^{2,2}(X)$. If

$$\|Y^n - Y\|_{2,2} \xrightarrow{n \to \infty} 0,$$

then $DY^n(t) \to DY(t) \quad dt \times d\mathbb{P} \quad a.e.$

The above discussion implies that Proposition 7.14 does not hold if $S^{2,2}(X)$ is replaced by $S^{1,2}(X)$ (or $\mathcal{L}^2(X)$).

If $S = F(X)$ with $F \in \mathcal{C}_{\text{loc}}^{1,2}(\mathcal{W}_T)$, the Functional Ito formula (Theorem 6.4) then implies that $DS$ is a version of the process $DF(t,X_t)$. However, as the following example shows, Definition 7.13 is much more general and applies to functionals which are not even continuous in supremum norm.

**Example 7.15** (Multiple stochastic integrals). Let $(\Phi(t))_{t \in [0,T]} = (\Phi_1(t), ..., \Phi_d(t))_{t \in [0,T]}$ be an $\mathbb{R}^{d \times d}$–valued $\mathbb{F}$–adapted process such that

$$E \int_0^T \sum_{i,j=1}^d \left( \int_0^t \text{tr}(\Phi_i(u)^t \Phi_j(u) \, d[X](u)) \right) d[X]_{i,j}(t) < \infty.$$  

Then $\int_0^t \Phi \, dX$ defines an $\mathbb{R}^d$–valued $\mathbb{F}$–adapted process whose components are in $\mathcal{L}^2(X)$. Consider now the process

$$Y(t) = \int_0^t \left( \int_0^s \Phi(u) \, dX(u) \right) dX(s)$$

(123)

Then $Y \in S^{2,2}(X)$ and

$$\nabla_X Y(t) = \int_0^t \Phi \, dX, \quad \nabla_X^2 Y(t) = \Phi(t), \quad \text{and} \quad DY(t) = -\frac{1}{2} < \Phi(t), A(t) >$$

where $A(t) = d[X]/dt$ and $< \Phi, A > = \text{tr}(^t \Phi \cdot A)$.

Note that, in the example above, the matrix-valued process $\Phi$ need not be symmetric.
Example 7.16. In Example 7.15 take \( d = 2 \), \( X = (W^1, W^2) \) is a two-dimensional standard Wiener process with \( \text{cov}(W^1(t), W^2(t)) = \rho t \). Let 

\[
\Phi(t) = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}.
\]

Then

\[
Y(t) = \int_0^t \left( \int_0^s \Phi . dX \right) dX(s) = \int_0^t \begin{pmatrix} 0 \\ W^1(s) \end{pmatrix} dX = \int_0^t W^1 dW^2
\]

verifies \( Y \in S^{2,2}(X) \), with

\[
\nabla_X Y(t) = \int_0^t \Phi . dX = \begin{pmatrix} 0 \\ W^1(t) \end{pmatrix}, \quad \nabla_X^2 Y(t) = \Phi = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad \mathcal{D}Y = -\frac{\rho}{2}.
\]

In particular, \( \nabla_X^2 Y \) is not symmetric. Note that a naive pathwise calculation of the horizontal derivative gives ‘\( \mathcal{D}Y = 0 \)’, which is incorrect: the correct calculation is based on \([122]\).

This example should be contrasted with the situation for pathwise differentiable functionals: as discussed in Section 5.2.3, for \( F \in C_b^{1,2}(\Lambda_T) \), \( \nabla^2_X F(t, \omega) \) is a symmetric matrix. This implies that \( Y \) has no smooth functional representation: \( Y \notin C_b^{1,2}(X) \).

Example 7.15 is fundamental and can be used to construct in a similar manner martingale elements of \( S^{k,2}(X) \) for any \( k \geq 2 \) using multiple stochastic integrals of square-integrable tensor-valued processes. The same reasoning as above can then be used to show that for any square-integrable non-symmetric \( k \)-tensor process, its multiple (\( k \)-th order) stochastic integral with respect to \( X \) yields an element of \( S^{k,2}(X) \) which does not belong to \( C_b^{1,k}(X) \).

The following example clarifies some incorrect remarks found in the literature:

Example 7.17 (Quadratic variation). The quadratic variation process \( Y = [X] \) is a square-integrable functional of \( X \): \( Y \in S^{2,2}(X) \) and, from Definition 7.13 we obtain:

\[
\nabla_X Y = 0, \quad \nabla_X^2 Y = 0, \quad \text{and} \quad \mathcal{D}Y(t) = A(t)
\]

where \( A(t) = d[X]/dt \).

Indeed, since \( [X] \) has finite variation: \( Y \in \ker(\nabla_X) \). This is consistent with the pathwise approach used in \([11]\) (see Section 6.3) which yields the same result.

These ingredients now allow us to state a weak form of the Functional Ito formula, without any pathwise differentiability requirements:

Proposition 7.18 (Functional Ito formula: weak form). For any semimartingale \( S \in S^{2,2}(X) \), the following equality holds \( dt \times d\mathbb{P} \)-a.e. :

\[
S(t) = S(0) + \int_0^t \nabla_X S . dX + \int_0^t \mathcal{D}S(u) du + \frac{1}{2} \int_0^t \text{tr}(\nabla_X^2 S . d[X]) \quad (124)
\]
For $S \in C_{loc}^{1,2}(X)$ the terms in the formula coincide with the pathwise derivatives in Theorem 6.4. The requirement $S \in S^{2,2}(X)$ is necessary for defining all terms in (124) as square-integrable processes: although one can compute a weak derivative $\nabla_X S$ for $S \in S^{1,2}(X)$, if the condition $S \in S^{2,2}(X)$ is removed, in general the terms in the decomposition of $S - \int \nabla_X S \, dX$ are distribution-valued processes.

7.6 Changing the reference martingale

Up to now we have considered a fixed reference process $X$, assumed in Sections 7.2–7.5 to be a square-integrable martingale satisfying Assumption 7.1. One of the strong points of this construction is precisely that the choice of the reference martingale $X$ is arbitrary; unlike the Malliavin calculus, we are not restricted to choosing $X$ to be Gaussian. We will now show that the operator $\nabla_X$ transforms in a simple way under a change of the reference martingale $X$.

Proposition 7.19 (‘Change of reference martingale’). Let $X$ be a square-integrable Itô martingale verifying Assumption 7.1. If $M \in M^2(X)$ and $S \in S^{1,2}(M)$, then $S \in S^{1,2}(X)$ and

$$\nabla_X S(t) = \nabla_M S(t).\nabla_X M(t) \, dt \times d\mathbb{P} - a.e. \quad (125)$$

Proof. $M \in M^2(X)$ so by Theorem 7.8 $M = \int_0^t \nabla_X M \, dX$ and

$$[M](t) = \int_0^t \text{tr} \left( \nabla_X M \, \nabla_X M \, d[X] \right)$$

$F_t^M \subset F_t^X$ so $A^2(M) \subset A^2(F)$. Since $S \in S^{1,2}(M)$ there exists $H \in A^2(M) \subset A^2(F)$ and $\nabla M S \in L^2(M)$ such that

$$S = H + \int_0^t \nabla_M S \, dM = H + \int_0^t \nabla M S \nabla_X M \, dX,$$

and

$$E \left( \int_0^T |\nabla_M S(t)|^2 \, dt \left( \nabla_X M \, \nabla_X M \, d[X] \right) \right) = E \left( \int_0^T |\nabla_M S|^2 \, d[M] \right) = \||\nabla M S\|^2_{L^2(M)} < \infty,$$

so $S \in S^{1,2}(X)$. Uniqueness of the semimartingale decomposition of $S$ then entails $\int_0^t \nabla M S \nabla_X M \, dX = \int_0^t \nabla_X S \, dX$. Using Assumption 7.1 and following the same steps as in the proof of Lemma 7.1, we conclude that

$$\nabla_X S(t) = \nabla_M S(t).\nabla_X M(t) \, dt \times d\mathbb{P} - a.e. \quad \square$$

7.7 Application to Forward-Backward SDEs

Consider now a forward-backward stochastic differential equation (FBSDE) driven by a continuous semimartingale $X$:

$$X(t) = X(0) + \int_0^t b(u, X_{u-}, X(u)) \, du + \int_0^t \sigma(u, X_{u-}, X(u)) \, dW(u) \quad (126)$$

$$Y(t) = H(X_T) - \int_t^T f(s, X_{s-}, X(s), Y(s), Z(s)) \, ds + \int_t^T Z \, dX, \quad (127)$$
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where we have distinguished in our notation the dependence with respect to path $X_{t-}$ on $[0,t]$ from the dependence with respect to its endpoint $X(t)$, i.e. the stopped path $(t, X_t)$ is represented as $(t, X_{t-}, X(t))$. $X$ is called the forward process, $F = (F_t)_{t \geq 0}$ is the $\mathbb{P}$-completed natural filtration of $X$, $H \in L^2(\Omega, \mathcal{F}_T, \mathbb{P})$ and one looks for a pair $(Y, Z)$ of $\mathbb{F}$-adapted processes satisfying (126)–(127).

This form of (127), with a stochastic integral with respect to the forward process $X$ rather than Brownian motion, is the one which naturally appears in problems in stochastic control and mathematical finance (see e.g. [39] for a discussion). The coefficients

$$b : \mathcal{W}_T \times \mathbb{R}^d \to \mathbb{R}^d, \quad \sigma : \mathcal{W}_T \times \mathbb{R}^d \to \mathbb{R}^{d \times d}, \quad f : \mathcal{W}_T \times \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}$$

are assumed to satisfy the following standard assumptions [57]:

**Assumption 7.2 (Assumptions on BSDE coefficients).**

(i) For each $(x, y, z) \in \mathbb{R}^d \times \mathbb{R} \times \mathbb{R}^d$, $b(., ., x)$, $\sigma(., ., x)$ and $f(., x, y, z)$ are non-anticipative functionals.

(ii) $b(t, \omega, .), \sigma(t, \omega, .)$ and $f(t, \omega, ., .)$ are Lipschitz-continuous, uniformly with respect to $(t, \omega) \in \mathcal{W}_T$.

(iii) $\mathbb{E} \int_0^T \left( |b(t, ., 0)|^2 + |\sigma(t, ., 0)|^2 + |f(t, ., 0, 0, 0)|^2 \right) dt < \infty$.

(iv) $H \in L^2(\Omega, \mathcal{F}_T, \mathbb{P})$.

Under these assumptions, the forward SDE (126) has a unique strong solution $X$ with

$$\mathbb{E}(\sup_{t \in [0,T]} |X(t)|^2) < \infty$$

and its local martingale component $M(t) = \int_0^t \sigma(u, X_{u-}, X(u))dW(u)$ is a square-integrable martingale, with $M \in \mathcal{M}^2(W)$. One can then construct the weak vertical derivative operator $\nabla_M : \mathcal{M}^2(M) \to L^2(M)$ as explained above.

**Theorem 7.20.** Assume

$$\det \sigma(t, X_{t-}, X(t)) \neq 0 \quad dt \times d\mathbb{P} - \text{a.e.}$$

The FBSDE (126)–(127) admits a unique solution $(Y, Z) \in \mathcal{S}^{1,2}(M) \times L^2(M)$ such that $\mathbb{E}(\sup_{t \in [0,T]} |Y(t)|^2) < \infty$, and

$$Z(t) = \nabla_M Y(t).$$

**Proof.** Let us rewrite (127) in the classical form

$$Y(t) = H(X_T) - \int_t^T Z(u)\sigma(u, X_{u-}, X(u)) \, dW(u)$$

$$- \int_t^T (f(u, X_{u-}, X(u), Y(u), Z(u)) + Z(u)b(u, X_{u-}, X(u))) \, du$$

$$g(u, X_{u-}, X(u), Y(u), Z(u))$$

(128)
The map $g$ then also verifies Assumption 7.2, so the classical result of Par-undo & Peng [57] then implies that there exists a unique pair of $\mathbb{F}$-adapted processes $(Y, U)$ such that

$$\mathbb{E} \sup_{t \in [0, T]} |Y(t)|^2 + \mathbb{E} \int_0^T \|U(t)\|^2 dt < \infty$$

which satisfy (126)-(128). Using the decomposition (127) we observe that that $Y$ is an $\mathcal{F}^M_t$-semimartingale. Since $\mathbb{E} \sup_{t \in [0, T]} |Y(t)|^2 < \infty$, $Y \in S^{1,2}(\mathcal{W})$ with $\nabla_W Y(t) = Z(t)\sigma(t, X_{t-}, X(t))$. The non-singularity assumption on $\sigma(t, X_{t-}, X(t))$ implies that $\mathcal{F}^M_t = \mathcal{F}^W_t$. Let us define

$$Z(t) = U(t)\sigma(t, X_{t-}, X(t))^{-1}.$$

Then $Z$ is $\mathcal{F}^M_t$-measurable, and

$$\|Z\|_{L^2(M)}^2 = \mathbb{E} \left( \int_0^T Z.d\mathcal{M} \right)^2 = \mathbb{E} \left( \int_0^T U.d\mathcal{W} \right)^2 = \mathbb{E} \left( \int_0^T \|U(t)\|^2 dt \right) < \infty$$

so $Z \in L^2(M)$. Therefore, $Y$ also belongs to $S^{1,2}(M)$ and by Proposition 7.19,

$$\nabla_W Y(t) = \nabla_M Y(t), \nabla_W M(t) = \nabla_M Y(t)\sigma(t, X_{t-}, X(t)),$$

so

$$\nabla_M Y(t) = \nabla_W Y(t)\sigma(t, X_{t-}, X(t))^{-1} = U(t)\sigma(t, X_{t-}, X(t))^{-1} = Z(t).$$

\[\Box\]
8 Functional Kolmogorov Equations

Rama CONT & David Antoine FOURNIE

One of the key topics in stochastic analysis is the deep link between Markov processes and partial differential equations, which can be used to characterize a diffusion process in terms of its infinitesimal generator [70]. Consider a second-order differential operator

$L: C^{1,2}_b([0,T] \times \mathbb{R}^d) \to C^0_b([0,T] \times \mathbb{R}^d)$ defined, for test functions $f \in C^{1,2}_b([0,T] \times \mathbb{R}^d, \mathbb{R})$, by

$$Lf(t,x) = \frac{1}{2} \text{tr} \left( \sigma(t,x)^t \sigma(t,x) \partial_x^2 f \right) + b(t,x) \partial_x f(t,x)$$

with continuous, bounded coefficients

$$b \in C^0_b([0,T] \times \mathbb{R}^d, \mathbb{R}^d), \quad \sigma \in C^0_b([0,T] \times \mathbb{R}^d, \mathbb{R}^{d \times n}).$$

Under various sets of assumptions on $b, \sigma$, such as

(i) Lipschitz continuity and linear growth or
(ii) uniform ellipticity: $\sigma^t \sigma(t,x) \geq \epsilon I_d$,

the stochastic differential equation

$$dX(t) = b(t,X(t))dt + \sigma(t,X(t))dW(t)$$

has a unique weak solution $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, W, \mathbb{P})$ and $X$ is a Markov process under $\mathbb{P}$ whose evolution operator $(P_{t,s}, s \geq t \geq 0)$ has infinitesimal generator $L$.

This weak solution $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, W, \mathbb{P})$ is characterized by the property that

$$\forall f \in C^{1,2}_b([0,T] \times \mathbb{R}^d), \quad f(u,X(u)) = f(0,X(0)) - \int_0^u (\partial_t f + Lf)(t,X(t))dt$$

is a $\mathbb{P}$-martingale [70]. Indeed, applying Itô’s formula yields

$$f(u,X(u)) = f(0,X(0)) + \int_0^u (\partial_t f + Lf)(t,X(t))dt$$

$$+ \int_0^u \partial_x f(t,X(t))\sigma(t,X(t))dW$$
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In particular, if
\[(\partial_t f + L f)(t, x) = 0 \quad \forall t \in [0, T], \quad \forall x \in \text{supp}(X(t))\]
then \(M(t) = f(t, X(t))\) is a martingale.

More generally for \(f \in C^{1,2}([0, T] \times \mathbb{R}^d)\), \(M(t) = f(t, X(t))\) is a local martingale, if and only if \(f\) is a solution of
\[\partial_t f(t, x) + L f(t, x) = 0 \quad \forall t \geq 0, x \in \text{supp}(X(t)).\]

This PDE is the Kolmogorov (backward) equation associated with \(X\), whose solutions are the space-time (L-)harmonic functions associated with the differential operator \(L\):
\[f \text{ space-time harmonic } \iff f(t, X(t)) \text{ is a (local) martingale.}\]

The tools of Functional Ito calculus may be used to extend these relations beyond the Markovian setting, to a large class of processes with path-dependent characteristics. This leads us to a new class of partial differential equations on path space - functional Kolmogorov equations - which have many properties in common with their finite dimensional counterparts and lead to new Feynman-Kac formulas for path-dependent functionals of semimartingales. This is an exciting new topic, with many connections to other strands of stochastic analysis, and which is just starting to be explored [10, 14, 23, 28, 59].

### 8.1 Functional Kolmogorov equations and harmonic functionals

#### 8.1.1 Stochastic differential equations with path-dependent coefficients

Let \((\Omega = D([0, T], \mathbb{R}^d), \mathcal{F}^0)\) be the canonical space and consider a semimartingale \(X\) which can be represented as the solution of a stochastic differential equation whose coefficients are allowed to be path-dependent, left-continuous functionals:
\[dX(t) = b(t, X_t)dt + \sigma(t, X_t)dW(t)\]  \hfill (129)
where \(b, \sigma\) are non-anticipative functionals with values in \(\mathbb{R}^d\) (resp. \(\mathbb{R}^{d \times n}\)) whose coordinates are in \(C^{0,0}_{t,0}(\Lambda_T)\) such that equation (129) has a unique weak solution \(P\) on \((\Omega, \mathcal{F}^0)\).

This class of processes is a natural ‘path-dependent’ extension of the class of diffusion processes; various conditions (such as functional Lipschitz property and boundedness) may be given for existence and uniqueness of solutions (see e.g. [62]). We give here a sample of such a result, which will be useful in the examples.
Proposition 8.1 (Strong solutions for path-dependent SDEs). Assume that the non-anticipative functionals \( b \) and \( \sigma \) satisfy the following Lipschitz and linear growth conditions:

\[
|b(t, \omega) - b(t, \omega')| + |\sigma(t, \omega) - \sigma(t, \omega')| \leq K \sup_{s \leq t} |\omega(s) - \omega'(s)|
\]  
(130)

\[
|b(t, \omega)| + |\sigma(t, \omega)| \leq K(1 + \sup_{s \leq t} |\omega(s)| + |t|)
\]  
(131)

for all \( t \geq t_0, \omega, \omega' \in C^0([0, t], \mathbb{R}^d) \). Then for any \( \xi \in C^0([0, T], \mathbb{R}^d) \), the stochastic differential equation 129 has a unique strong solution \( X \) with initial condition \( X_{t_0} = \xi_{t_0} \). Then the paths of \( X \) lie in \( C^0([0, T], \mathbb{R}^d) \) and

1. There exists a constant \( C \) depending only on \( T, K \) such that, for \( t \in [t_0, T] \):

\[
E[\sup_{s \in [0, t]} |X(s)|^2] \leq C(1 + \sup_{s \in [0, t_0]} |\xi(s)|^2) e^{C(t-t_0)}
\]  
(132)

2. \( \int_0^{t-t_0} [b(t_0 + s, X_{t_0 + s})] + |\sigma(t_0 + s, X_{t_0 + s})|^2] ds < +\infty \) a.s.

3. \( X(t) - X(t_0) = \int_0^{t-t_0} b(t_0 + s, X_{t_0 + s}) ds + \sigma(t_0 + s, X_{t_0 + s}) dW(s) \)

We denote \( P(\xi_{t_0}) \) the law of this solution.

Proofs of the uniqueness and existence, as well as the useful bound (132), can be found in [62].

Topological support of a stochastic process \hspace{1cm} In the statement of the link between a diffusion and the associated Kolmogorov equation, the domain of the PDE is related to the support of the random variable \( X(t) \). In the same way, the support of the law (on space of paths) of the process plays a key role in the path-dependent extension of the Kolmogorov equation.

Recall that the topological support of a random variable \( X \) with values in a metric space is the smallest closed set \( \text{supp}(X) \) such that \( P(X \in \text{supp}(X)) = 1 \).

Viewing a process \( X \) with continuous paths as a random variable on \( (C^0([0, T], \mathbb{R}^d), \| \cdot \|_\infty) \) leads to the notion of topological support of a continuous process.

The support may be characterized by the following property: it is the set \( \text{supp}(X) \) of paths \( \omega \in C^0([0, T], \mathbb{R}^d) \) for which every Borel neighborhood has strictly positive measure:

\[
\text{supp}(X) = \{ \omega \in C^0([0, T], \mathbb{R}^d) | \text{for any Borel neighborhood } V \text{ of } \omega, P(X_T \in V) > 0 \}
\]

Example 8.2. If \( W \) is a d-dimensional Wiener process with non-singular covariance matrix, then

\[
\text{supp}(W) = \{ \omega \in C^0([0, T], \mathbb{R}^d), \omega(0) = 0 \}.
\]
**Example 8.3.** For an Ito process $X(t, \omega) = x + \int_0^t \sigma(t, \omega) \, dW$, if $P(\sigma(t, \omega)^t \sigma(t, \omega) \geq \epsilon \Id) = 1$ then

$$\text{supp}(X) = \{ \omega \in C^0([0, T], \mathbb{R}^d), \ \omega(0) = x \}.$$ 

A classical result due to Stroock and Varadhan [69] characterizes the topological support of a multidimensional diffusion process (for a simple proof see Millet & Sanz-Solé [54]):

**Example 8.4 (Stroock-Varadhan support theorem).** Let

$$b : [0, T] \times \mathbb{R}^d \to \mathbb{R}^d, \quad \sigma : [0, T] \times \mathbb{R}^d \to \mathbb{R}^{d \times d}$$

be Lipschitz-continuous in $x$, uniformly on $[0, T]$. Then the law of the diffusion process

$$dX(t) = b(t, X(t)) \, dt + \sigma(t, X(t)) \, dW(t) \quad X(0) = x$$

has a support given by the closure in $(C^0([0, T], \mathbb{R}^d), \| \cdot \|_\infty)$ of the 'skeleton'

$$x + \{ \omega \in H^1([0, T], \mathbb{R}^d), \exists h \in H^1([0, T], \mathbb{R}^d), \dot{\omega}(t) = b(t, \omega(t)) + \sigma(t, \omega(t)) \dot{h}(t) \}$$

defined as the set of all solutions of the system of ODEs obtained when substituting $\dot{h} \in H^1([0, T], \mathbb{R}^d)$ for $W$ in the SDE.

We will denote by $\Lambda(T, X)$ the set of all stopped paths obtained from paths in $\text{supp}(X)$:

$$\Lambda(T, X) = \{ (t, \omega) \in \Lambda_T, \omega \in \text{supp}(X) \} \quad (133)$$

For a continuous process $X$, $\Lambda(T, X) \subset \mathcal{W}_T$.

### 8.1.2 Local martingales and harmonic functionals

Functionals of a process $X$ which have the local martingale property play an important role in stochastic control theory [13] and mathematical finance. By analogy with the Markovian case, we call such functionals $\mathbb{P}$-harmonic functionals:

**Definition 8.5 ($\mathbb{P}$-harmonic functionals).** A non-anticipative functional $F$ is called $\mathbb{P}$-harmonic if $Y(t) = F(t, X_t)$ is a $\mathbb{P}$-local martingale.

The following result [10] characterizes smooth $\mathbb{P}$-harmonic functionals as solutions to a functional Kolmogorov equation:

**Theorem 8.6 (Functional equation for $C^{1,2}$ martingales).** If $F \in C^{1,2}_b(\mathcal{W}_T)$ and $\mathcal{D}F \in \mathcal{C}^{0,0}_{t \omega}$, then $Y(t) = F(t, X_t)$ is a local martingale if and only if $F$ satisfies

$$\mathcal{D}F(t, \omega_t) + b(t, \omega_t) \nabla_\omega F(t, \omega_t) + \frac{1}{2} \text{tr}[\nabla^2_\omega F(t, \omega) \sigma^t(t, \omega)] = 0, \quad (134)$$

on the topological support of $X$ in $(C^0([0, T], \mathbb{R}^d), \| \cdot \|_\infty)$. 
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Proof. If $F \in C^1_b(W_T)$ is a solution of (134), the functional Ito formula (Theorem 6.4) applied to $Y(t) = F(t, X_t)$ shows that $Y$ has the semimartingale decomposition

$$Y(t) = Y(0) + \int_0^t Z(u)du + \int_0^t \nabla \omega F(u, X_u) \sigma(u, X_u) dW(u)$$

where

$$Z(t) = DF(t, X_t) + b(t, X_t) \nabla \omega F(t, X_t) + \frac{1}{2} \text{tr}(\nabla^2 \omega F(t, X_t) \sigma(t, X_t)) .$$

(134) then implies that the finite variation term in (72) is almost-surely zero: so $Y(t) = Y(0) + \int_0^t \nabla \omega F(u, X_u) \sigma(u, X_u) dW(u)$ and thus $Y$ is a continuous local martingale.

Conversely, assume that $Y = F(X)$ is a local martingale. Let $A(t, \omega) = \sigma(t, \omega)^t \sigma(t, \omega)$. Then $Y$ is left-continuous by Lemma 5.5. Suppose (134) is not satisfied for some $\omega \in \text{supp}(X) \subset C^0([0, T], \mathbb{R}^d)$ and some $t_0 < T$. Then there exists $\eta > 0$ and $\epsilon > 0$ such that

$$|DF(t, \omega) + b(t, \omega) \nabla \omega F(t, \omega) + \frac{1}{2} \text{tr}(\nabla^2 \omega F(t, \omega) A(t, \omega))| > \epsilon$$

(135)

for $t \in [t_0 - \eta, t_0]$, by left-continuity of the expression. By left-continuity of the expression, there exist a neighborhood $V$ of $\omega$ in $C^0([0, T], \mathbb{R}^d)$ and some $t_0 < T$. Then there exists $\eta > 0$ and $\epsilon > 0$ such that

$$|DF(t, \omega) + b(t, \omega) \nabla \omega F(t, \omega) + \frac{1}{2} \text{tr}(\nabla^2 \omega F(t, \omega) A(t, \omega))| > \epsilon$$

(136)

Since $\omega \in \text{supp}(X)$, $\mathbb{P}(X \in V) > 0$ so

$$\{(t, \omega) \in W_T, |DF(t, \omega) + b(t, \omega) \nabla \omega F(t, \omega) + \frac{1}{2} \text{tr}(\nabla^2 \omega F(t, \omega) A(t, \omega))| > \epsilon \}$$

has non-zero measure with respect to $dt \times d\mathbb{P}$. Applying the functional Ito formula (72) to the process $Y(t) = F(t, X_t)$ then leads to a contradiction, because as a continuous local martingale its finite variation component should be zero $dt \times d\mathbb{P}$-almost everywhere.

In the case where $F(t, \omega) = f(t, \omega(t))$ and the coefficients $b, \sigma$ are not path-dependent, this equation reduces to the well-known backward Kolmogorov equation (46).

Remark 8.7 (Relation with infinite-dimensional Kolmogorov equations in Hilbert spaces). Note that the second operator $\nabla^2 \omega$ is an iterated directional derivative, and not a second-order Fréchet or "H-derivative", so this equation is different from the infinite-dimensional Kolmogorov equations in Hilbert spaces as described, for example, by Da Prato & Zabczyk [16]. The relation between these two classes of infinite-dimensional Kolmogorov equations has been studied recently by Flandoli & Zanco [28] who show that, although one can partly recover some results for (134) using the theory of infinite-dimensional Kolmogorov equations in Hilbert-spaces, this can only be done at the price of higher regularity requirements (not the least of them being Fréchet differentiability), which exclude many interesting examples.
When $X = W$ is a $d$-dimensional Wiener process, Theorem 8.6 gives a characterization of regular Brownian local martingales as solutions of a ‘functional heat equation’:

**Corollary 8.8** (Harmonic functionals on $W_T$). Let $F \in \mathcal{C}^{1,2}_b(\mathcal{W}_T)$. Then $(Y(t) = F(t, W_t), t \in [0, T])$ is a local martingale if and only if

$$\forall t \in [0, T], \forall \omega \in C^0([0, T], \mathbb{R}^d), \quad DF(t, \omega) + \frac{1}{2} \text{tr} (\nabla^2 \omega F(t, \omega)) = 0.$$  

**8.1.3 Sub-solutions and super-solutions**

By analogy with the case of finite-dimensional parabolic PDEs, we introduce the notion of sub- and super-solution to (134).

**Definition 8.9** (Subsolutions and supersolutions). $F \in \mathcal{C}^{1,2}_b(\Lambda_T)$ is called a supersolution of (134) on a domain $U \subset \Lambda_T$ if:

$$\forall (t, \omega) \in U, \quad DF(t, \omega) + b(t, \omega).\nabla \omega F(t, \omega) + \frac{1}{2} \text{tr} (\nabla^2 \omega F(t, \omega) \sigma(t, \omega)) \leq 0 \quad (137)$$

$F \in \mathcal{C}^{1,2}_{\text{loc}}(\Lambda_T)$ is called a subsolution of (134) on $U$ if:

$$\forall (t, \omega) \in U, \quad DF(t, \omega) + b(t, \omega).\nabla \omega F(t, \omega) + \frac{1}{2} \text{tr} (\nabla^2 \omega F(t, \omega) \sigma(t, \omega)) \geq 0 \quad (138)$$

The following result shows that $\mathbb{P}$–integrable sub- and super-solutions have a natural connection with $\mathbb{P}$–submartingales and $\mathbb{P}$–supermartingales:

**Proposition 8.10.** Let $F \in \mathcal{C}^{1,2}_b(\Lambda_T)$ such that: $\forall t \in [0, T], E(|F(t, X_t)|) < \infty$. Set $Y(t) = F(t, X_t)$.

- $Y$ is a submartingale if and only if $F$ is a subsolution of (134) on supp($X$).
- $Y$ is a supermartingale if and only if $F$ is a supersolution of (134) on supp($X$).

**Proof.** If $F \in \mathcal{C}^{1,2}$ is a supersolution of (134), the application of the Functional Ito formula (Theorem 6.4, Eq. (72)) gives

$$Y(t) - Y(0) = \int_0^t \nabla \omega F(u, X_u) \sigma(u, X_u).dW(u)$$
$$+ \int_0^t \left( DF(u, X_u) + \nabla \omega F(u, X_u).b(u, X_u) + \frac{1}{2} \text{tr} (\nabla^2 \omega F(u, X_u) A(u, X_u)) \right) du \quad \text{a.s.}$$

where the first term is a local martingale and, since $F$ is a supersolution, the finite variation term (second line) is a decreasing process, so $Y$ is a supermartingale.

Conversely, let $F \in \mathcal{C}^{1,2}(\Lambda_T)$ such that $Y(t) = F(t, X_t)$ is a supermartingale. Let $Y = M - H$ be its Doob-Meyer decomposition, where $M$ is a local martingale.
and $H$ an increasing process. From the functional Ito formula, $Y$ has the above decomposition so it is a continuous supermartingale. By uniqueness of the Doob-Meyer decomposition, the second term is thus a decreasing process so

$$DF(t, X_t) + \nabla \omega F(t, X_t) \cdot b(t, X_t) + \frac{1}{2} \tr(\nabla^2 \omega F(t, X_t) A(t, X_t)) \leq 0 \, dt \times d\mathbb{P} - a.e.$$  

This implies that the set

$$S = \{ \omega \in C^0([0, T], \mathbb{R}^d), (137) \text{ holds for all } t \in [0, T], \}$$

includes any Borel set $B \in \mathcal{B}(C^0([0, T], \mathbb{R}^d), \|\cdot\|_\infty)$ with $\mathbb{P}(X_T \in B) > 0$. Using continuity of paths,

$$S = \cap_{t \in [0, T]} \{ \omega \in C^0([0, T], \mathbb{R}^d), (137) \text{ holds for } (t, \omega) \}$$

Since $F \in C^{1,2}(\Lambda_T)$, this is a closed set in $(C^0([0, T], \mathbb{R}^d), \|\cdot\|_\infty)$, so $S$ contains the topological support of $X$, i.e. $(137)$ holds on $\Lambda_T(X)$.

### 8.1.4 Comparison principle and uniqueness

A key property of the functional Kolmogorov equation (134) is the comparison principle. As in the finite dimensional case, this requires imposing an integrability condition:

**Theorem 8.11** (Comparison principle). Let $F \in C^{1,2}(\Lambda_T)$ be a subsolution of (134) and $\bar{F} \in C^{1,2}(\Lambda_T)$ be a supersolution of (134) such that

$$\forall \omega \in C^0([0, T], \mathbb{R}^d), \quad F(T, \omega) \leq \bar{F}(T, \omega)$$

and

$$E \left( \sup_{t \in [0, T]} |F(t, X_t) - \bar{F}(t, X_t)| \right) < \infty. \quad (139)$$

Then:

$$\forall t \in [0, T], \forall \omega \in \text{supp}(X), \quad F(t, \omega) \leq \bar{F}(t, \omega). \quad (140)$$

**Proof.** $F = F - \bar{F} \in C^{1,2}(\Lambda_T)$ is a subsolution of (134) so by Proposition 8.10, the process $Y$ defined by $Y(t) = F(t, X_t)$ is a submartingale. Since $Y(T) = F(T, X_T) - \bar{F}(T, X_T) \leq 0$, we have

$$\forall t \in [0, T], \quad Y(t) \leq 0 \quad \mathbb{P} - a.s.$$  

Define

$$S = \{ \omega \in C^0([0, T], \mathbb{R}^d), \forall t \in [0, T], F(t, \omega) \leq \bar{F}(t, \omega) \}.$$  

Using continuity of paths, and since $F \in C^{0,0}(\mathcal{W}_T)$,

$$S = \cap_{t \in [0, T]} \{ \omega \in \text{supp}(X), F(t, \omega) \leq \bar{F}(t, \omega) \}.$$  
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is closed in \((C^0([0,T],\mathbb{R}^d), \|\cdot\|_\infty)\). If \(140\) does not hold then there exists \(t_0 \in [0,T], \omega \in \text{supp}(X)\) such that \(F(t_0,\omega) > 0\). Since \(O = \text{supp}(X) - S\) is a non-empty open subset of \(\text{supp}(X)\), there exists an open set \(A \subset O \subset \text{supp}(X)\) containing \(\omega\) and \(h > 0\) such that \(\forall t \in [t_0 - h, t], \forall \omega \in A, \quad F(t, \omega) > 0\).

But since \(P(X_T \in A) > 0\) this implies \(\int dt \propto dP 1_{F(t,\omega)>0} > 0\) which contradicts the above. \(\square\)

A straightforward consequence of the comparison principle is the following uniqueness result for \(\mathbb{P}\)-uniformly integrable solutions of the Functional Kolmogorov equation \((134)\):

**Theorem 8.12 (Uniqueness of solutions).** Let \(H : (C^0([0,T],\mathbb{R}^d), \|\cdot\|_\infty) \to \mathbb{R}\) be a continuous functional. If \(F^1, F^2 \in \mathcal{C}^{1,2}(W_T)\) are solutions of the Functional Kolmogorov equations \((134)\) satisfying

\[
F^1(T, \omega) = F^2(T, \omega) = H(\omega) \quad (141)
\]

\[
E[ \sup_{t \in [0,T]} |F^1(t, X_t) - F^2(t, X_t)| ] < \infty \quad (142)
\]

then they coincide on the topological support of \(X:\)

\[
\forall \omega \in \text{supp}(X), \quad \forall t \in [0,T] \quad F^1(t, \omega) = F^2(t, \omega). \quad (143)
\]

The integrability condition in this result (or some variation of it) is required for uniqueness: indeed, even in the finite-dimensional setting of a heat equation in \(\mathbb{R}^d\), one cannot do without an integrability condition with respect to the heat kernel. Without this condition, we can only assert that \(F(t, X_t)\) is a local martingale, so it is not uniquely determined by its terminal value and counterexamples to uniqueness are easy to construct.

Note also that uniqueness holds on the support of \(X\), the process associated with the (path-dependent) operator appearing in the Kolmogorov equation. The local martingale property of \(F(X)\) implies no restriction on the behavior of \(F\) outside \(\text{supp}(X)\) so there is no reason to expect uniqueness or comparison of solutions on the whole path space.

**8.1.5 Feynman-Kac formula for path-dependent functionals**

As observed above, any \(\mathbb{P}\)-uniformly integrable solution \(F\) of the functional Kolmogorov equation yields a \(\mathbb{P}\)-martingale \(Y(t) = F(t, X_t)\). Combined with the uniqueness result (Theorem 8.12), this leads to an extension of the well-known Feynman-Kac representation to the path-dependent case:

**Theorem 8.13 (A Feynman-Kac formula for path-dependent functionals).** Let \(H : (C^0([0,T]), \|\cdot\|_\infty) \to \mathbb{R}\) continuous. If \(F \in \mathcal{C}^{1,2}(W_T)\) verifies

\[
\forall \omega \in C^0([0,T]), \quad \mathcal{D}F(t, \omega) + b(t, \omega).\nabla \omega F(t, \omega) + \frac{1}{2} \text{tr}[\nabla^2 \omega F(t, \omega) \sigma \sigma(t, \omega)] = 0
\]

\[
F(T, \omega) = H(\omega), \quad E[ \sup_{t \in [0,T]} |F(t, X_t)| ] < \infty
\]
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then $F$ has the probabilistic representation

$$
\forall \omega \in \text{supp}(X), \quad F(t, \omega) = E^P[H(X_T)|X_t = \omega_t] = E^{P(t,\omega)}[H(X_T)]
$$

where $P(t,\omega)$ is the law of the unique solution of the SDE

$$
dX(u) = b(u, X_u)du + \sigma(u, X_u)dW(u) \quad u \geq t
$$

with initial condition $X_t = \omega_t$. In particular:

$$
F(t, X_t) = E^P[H(X_T)|F_t] \quad dt \times dP \text{ a.s.}
$$

## 8.2 FBSDEs and semilinear functional PDEs

The relation between stochastic processes and partial differential equations extends to the semilinear case: in the Markovian setting, there is a well-known relation between semilinear PDEs of parabolic type and Markovian forward-backward stochastic differential equations \[58, 24, 75\]. The tools of Functional Ito calculus allows to extend the relation between semilinear PDEs and FBSDEs beyond the Markovian case, to non-Markovian FBSDEs with path-dependent coefficients.

Let

$$
b : \mathcal{W}_T \times \mathbb{R}^d \to \mathbb{R}^d, \quad \sigma : \mathcal{W}_T \times \mathbb{R}^d \to \mathbb{R}^{d \times d}, \quad f : \mathcal{W}_T \times \mathbb{R}^d \times \mathbb{R} \times \mathbb{R} \to \mathbb{R}^d
$$

be non-anticipative functionals satisfying Assumption \[7.2\]. Then the path-dependent SDE

$$
dX(t) = b(t, X_{t-}, X(t))dt + \sigma(t, X_{t-}, X(t))dW(t)
$$

has a unique strong solution $X$ with $E(\sup_{t\in[0,T]}|X(t)|^2) < \infty$, whose martingale part we denote by $M$.

Consider the forward-backward stochastic differential equation (FBSDE) with path-dependent coefficients:

$$
X(t) = X(0) + \int_0^t b(u, X_{u-}, X(u))du + \int_0^t \sigma(u, X_{u-}, X(u))dW(u) \quad (144)
$$

$$
Y(t) = H(X_T) + \int_t^T f(s, X_{s-}, X(s), Y(s), Z(s))ds - \int_t^T Z.s.M \quad (145)
$$

whose coefficients

$$
b : \mathcal{W}_T \times \mathbb{R}^d \to \mathbb{R}^d, \quad \sigma : \mathcal{W}_T \times \mathbb{R}^d \to \mathbb{R}^{d \times d}, \quad f : \mathcal{W}_T \times \mathbb{R}^d \times \mathbb{R} \times \mathbb{R} \to \mathbb{R}^d
$$

are assumed to satisfy Assumption \[7.2\].

Under Assumption \[7.2\] the FBSDE \[144-145\] admits a unique $\mathbb{F}$–adapted solution

$$
(Y, Z) \in S^{1,2}(M) \times L^2(M) \quad \text{with} \quad E(\sup_{t\in[0,T]}|Y(t)|^2) < \infty.
$$
Define
\[ B(t, \omega) = b(t, \omega t, \omega(t)), \quad A(t, \omega) = \sigma(t, \omega t, \omega(t))^t \sigma(t, \omega t, \omega(t)). \]

In the 'Markovian' case where the coefficients are not path-dependent, the solution of the FBSDE can be obtained by solving a semilinear PDE: if \( v \in C^{1,2}([0, T] \times \mathbb{R}^d) \) is a solution of
\[
\partial_t v(t, x) + f(t, x, v(t, x), \nabla v(t, x)) + b(t, x) \cdot \nabla v(t, x) + \frac{1}{2} \text{tr}[a(t, \omega) \cdot \nabla^2 v(t, x)] = 0
\]
then a solution of the FBSDE is given by \((Y(t), Z(t)) = (v(t, X(t)), \nabla v(t, X(t)))\). Here the function \( v \) 'decouples' the solution of the backward equation from the solution of the forward equation. In the general, path-dependent case \(144\)-\(145\) a similar object, named the 'decoupling random field' by Ma et al. \[51\], following earlier ideas from \[50\].

The following result shows that such a 'decoupling random field' for the path-dependent FBSDE \(144\)-\(145\) may be constructed as a solution of a semilinear functional PDE, analogously to the Markovian case:

**Theorem 8.14** (FBSDEs as semilinear path-dependent PDEs). Let \( F \in C^{1,2}_{loc}(\mathcal{W}_T) \) be a solution of the path-dependent semilinear equation:
\[
\mathcal{D}F(t, \omega) + f(t, \omega t, \omega(t), F(t, \omega), \nabla \omega F(t, \omega)) + B(t, \omega) \cdot \nabla \omega F(t, \omega) + \frac{1}{2} \text{tr}[A(t, \omega) \cdot \nabla^2 \omega F(t, \omega)] = 0
\]
for \( \omega \in \text{supp}(X), t \in [0, T] \) with \( F(T, \omega) = H(\omega) \). Then the pair of processes \((Y, Z)\) given by
\[
(Y(t), Z(t)) = (F(t, X_t), \nabla \omega F(t, X_t))
\]
is a solution of the FBSDE \(144\)-\(145\).

**Remark 8.15.** In particular, under the conditions of Theorem 8.14, the random field \( u : [0, T] \times \mathbb{R}^d \times \Omega \to \mathbb{R} \) defined by
\[
u(t, x, \omega) = F(t, X_{t-}(t, \omega) + x 1_{[t,T]})
\]
is a 'decoupling random field' for the path-dependent FBSDE \(144\)-\(145\) in the sense of Ma et al. \[51\].

**Proof.** Let \( F \in C^{1,2}_{loc}(\mathcal{W}_T) \) be a solution of the semilinear equation above. Then the processes \( Y, Z \) defined by \((Y(t), Z(t)) = (F(t, X_t), \nabla \omega F(t, X_t))\) are \( \mathcal{F} \)-adapted. Applying the functional Ito formula to \( F(t, X_t) \) yields
\[
H(X_T) - F(t, X_t) = \int_t^T \nabla \omega F(u, X_u) \cdot dM_u + \int_t^T \left( \mathcal{D}F(u, X_u) + B(u, X_u) \cdot \nabla \omega F(u, X_u) + \frac{1}{2} \text{tr}[A(u, X_u) \cdot \nabla^2 \omega F(u, X_u)] \right) du
\]
Since $F$ is a solution of the equation, the term in the last integral is equal to $-f(t, X_{t-}, X(t), Y(t), Z(t))$. So $(Y(t), Z(t)) = (F(t, X_t), \nabla \omega F(t, X_t))$ verifies

$$Y(t) = H(X_T) + \int_t^T f(s, X_{s-}, X(s), Y(s), Z(s))ds - \int_t^T Z.dM.$$  

So $(Y, Z)$ is a solution of the FBSDE (144)-(145).

This result provides the "Hamiltonian" version of the FBSDE (144)-(145), in the terminology of [75].

### 8.3 Non-Markovian stochastic control and path-dependent HJB equations

An interesting application of the Functional Ito calculus is the study of non-Markovian stochastic control problems, where both the evolution of the state of the system and the control policy are allowed to be path-dependent.

Non-Markovian stochastic control problems were studied by Peng [61], who showed that, when the characteristics of the controlled process are allowed to be stochastic (i.e. path-dependent), the optimality conditions can be expressed in terms of a stochastic Hamilton-Jacobi-Bellman equation. The relation with FBSDEs is explored systematically in the monograph [75].

We formulate a mathematical framework for stochastic optimal control where the evolution of the state variable, the control policy and the objective are allowed to be non-anticipative path-dependent functionals, and show how the Functional Itô formula 6.4 characterizes the value functional as the solution to a functional Hamilton-Jacobi-Bellman equation.

This section is based on [32].

Let $W$ be a $d$-dimensional Brownian motion on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and $\mathbb{F} = (\mathcal{F}_t)_{t \geq 0}$ the $\mathbb{F}$-augmented natural filtration of $W$.

Let $C$ be a subset of $\mathbb{R}^m$. We consider the controlled stochastic differential equation

$$dX(t) = b(t, X_t, \alpha(t))dt + \sigma(t, X_t, \alpha(t))dW(t)$$

(146)

where the coefficients

$$b : \mathcal{W}_T \times C \to \mathbb{R}^d, \quad \sigma : \mathcal{W}_T \times C \to \mathbb{R}^{d \times d}$$

are allowed to be path-dependent and assumed to satisfy the conditions of Proposition 8.1 uniformly with respect to $\alpha \in C$, and the control $\alpha$ belongs to the set $\mathcal{A}(\mathbb{F})$ of $\mathbb{F}$-progressively measurable processes with values in $C$ satisfying

$$E \left( \int_0^T \| \alpha(t) \|^2 dt \right) < \infty.$$  
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Then for any initial condition \((t, \omega) \in W_T\) and for each \(\alpha \in A(\mathbb{F})\) the stochastic differential equation (146) admits a unique strong solution, which we denote by \(X^{(t, \omega, \alpha)}\).

Let \(g : (C^0([0, T], \mathbb{R}^d), \|\cdot\|_\infty) \to \mathbb{R}\) be a continuous map representing a terminal cost and \(L : W_T \times C \to L(t, \omega, u)\) a non-anticipative functional representing a possibly path-dependent running cost. We assume

1. \(\exists K > 0, -K \leq g(\omega) \leq K(1 + \sup_{s \in [0, t]} |\omega(s)|^2)\).
2. \(\exists K' > 0, -K' \leq L(t, \omega, u) \leq K'(1 + \sup_{s \in [0, t]} |\omega(s)|^2)\).

Then, thanks to (132), the cost functional

\[
J(t, \omega, \alpha) = E \left[ g(X^{(t, \omega, \alpha)}_T) + \int_t^T L(s, X^{(t, \omega, \alpha)}_s, \alpha(s)) ds \right] < \infty
\]

for \((t, \omega, \alpha) \in W_T \times A\) and defines a non-anticipative map \(J : W_T \times A(\mathbb{F}) \to \mathbb{R}\).

We consider the optimal control problem

\[
\inf_{\alpha \in A(\mathbb{F})} J(t, \omega, \alpha)
\]

whose value functional is denoted, for \((t, \omega) \in W_T\),

\[
V(t, \omega) = \inf_{\alpha \in A(\mathbb{F})} J(t, \omega, \alpha).
\]

From the above assumptions and the estimate (132), \(V(t, \omega)\) verifies

\[
\exists K'' > 0, -K'' \leq V(t, \omega) \leq K''(1 + \sup_{s \in [0, t]} |\omega(s)|^2).
\]

Introduce now the Hamiltonian associated to the control problem (132) as the non-anticipative functional \(H : W_T \times \mathbb{R}^d \times S_d^+ \to \mathbb{R}\) given by

\[
H(t, \omega, \rho, A) = \inf_{u \in C} \left\{ \frac{1}{2} \text{tr}(A \sigma(t, \omega, u)^T \sigma(t, \omega, u)) + b(t, \omega, u).\rho + L(t, \omega, u) \right\}
\]

It is readily observed that for any \(\alpha \in A(\mathbb{F})\) the process

\[
V(t, X^{(t_0, \omega, \alpha)}_t) + \int_{t_0}^t L(s, X^{(t, \omega, \alpha)}_s, \alpha(s)) ds
\]

has the submartingale property. The martingale optimality principle (132) then characterizes an optimal control \(\alpha^*\) as one for which this process is a martingale.

We can now use the functional Itô formula (Theorem 6.4) to give a sufficient condition for a functional \(U\) to be equal to the value functional \(V\) and for a control \(\alpha^*\) to be optimal. This condition takes the form of a path-dependent Hamilton-Jacobi-Bellman equation:
Theorem 8.16 (Verification Theorem). Let $U \in C_b^{1,2}(W_T)$ be a solution of the functional HJB equation:

$$\forall (t, \omega) \in W_T, \quad DU(t, \omega) + H(t, \omega, \nabla \omega U(t, \omega), \nabla^2 \omega U(t, \omega)) = 0$$

(151)

satisfying $U(T, \omega) = g(\omega)$ and the quadratic growth condition:

$$|U(t, \omega)| \leq C \sup_{s \leq t} |\omega(s)|^2$$

(152)

Then for any $\omega \in C^0([0, T], \mathbb{R}^d)$ and any admissible control $\alpha \in \mathcal{A}(\mathbb{F})$,

$$U(t, \omega) \leq J(t, \omega, \alpha).$$

(153)

If furthermore for $\omega \in C^0([0, T], \mathbb{R}^d)$ there exists $\alpha^* \in \mathcal{A}(\mathbb{F})$ such that

$$H(s, X_s^{(t, \omega, \alpha^*)}, \nabla \omega U(s, X_s^{(t, \omega, \alpha^*)}), \nabla^2 \omega U(s, X_s^{(t, \omega, \alpha^*)})) = \frac{1}{2} \text{tr}[\nabla^2 \omega U(s, X_s^{(t, \omega, \alpha^*)})\sigma(s, X_s^{(t, \omega, \alpha^*)}, \alpha^*(s))\sigma(s, X_s^{(t, \omega, \alpha^*)}, \alpha^*(s))] + \nabla \omega U(s, X_s^{(t, \omega, \alpha^*)})b(s, X_s^{(t, \omega, \alpha^*)}, \alpha^*(s)) + L(s, X_s^{(t, \omega, \alpha^*)}, \alpha^*(s))$$

(154)

ds \times d\mathbb{F} \text{ almost-everywhere for } s \in [t, T], \text{ then}

$$U(t, \omega) = V(t, \omega) = J(t, \omega, \alpha^*)$$

and $\alpha^*$ is an optimal control.

Proof. Let $\alpha \in \mathcal{A}(\mathbb{F})$ be an admissible control, $t < T$ and $\omega \in C^0([0, T], \mathbb{R}^d)$. Applying functional Itô formula yields, for $s \in [t, T]$

$$U(s, X_s^{(t, \omega, \alpha)}) - U(t, \omega) = \int_t^s \nabla \omega U(u, X_u^{(t, \omega, \alpha)})\sigma(u, X_u^{(t, \omega, \alpha)}, \alpha(u))dW(u) + \int_t^s DU(u, X_u^{(t, \omega, \alpha)}) + \nabla \omega U(u, X_u^{(t, \omega, \alpha)})b(u, X_u^{(t, \omega, \alpha)}, \alpha(u))du + \int_t^s \frac{1}{2} \text{tr}\left(\nabla^2 \omega U(u, X_u^{(t, \omega, \alpha)})\sigma'(u, X_u^{(t, \omega, \alpha)})\right)du$$

Since $U$ verifies the functional Hamilton-Jacobi-Bellman equation, we have

$$U(s, X_s^{(t, \omega, \alpha)}) - U(t, \omega) \geq \int_t^s \nabla \omega U(u, X_u^{(t, \omega, \alpha)})\sigma(u, X_u^{(t, \omega, \alpha)}, \alpha(u))dW(u) - \int_t^s L(u, X_u^{(t, \omega, \alpha)}, \alpha(u))du$$

(155)

In other words, $U(s, X_s^{(t, \omega, \alpha)}) - U(t, \omega) + \int_t^s L(u, X_u^{(t, \omega, \alpha)}, \alpha(u))du$ is a local submartingale. The estimate (152) and the $L^2$ estimate (132) guarantees that it is actually a submartingale, hence, taking $s \to T$, the left-continuity of $U$ yields:

$$E\left[g(X_T^{(t, \omega, \alpha)}) + \int_0^{T-t} L(t+u, X_{t+u}^{(t, \omega, \alpha)}, \alpha(u))du\right] \geq U(t, \omega)$$

(156)
This being true for any $\alpha \in \mathcal{A}(\mathbb{F})$, we conclude that $U(t, \omega) \leq J(t, \omega, \alpha)$.

Assume now that $\alpha^* \in \mathcal{A}(\mathbb{F})$ verifies (154). Taking $\alpha = \alpha^*$ transforms inequalities to equalities, submartingale to martingale, hence establishes the second part of the theorem.

This proof can be adapted [32] to the case where all coefficients, except $\sigma$, depend on the quadratic variation of $X$ as well, using the approach outlined in Section 6.3. The subtle point is that if $\sigma$ depends on the control, the functional Itô formula (Theorem 6.4) does not apply to $U(s, X^\alpha_s, [X^\alpha_s])$ because $\frac{d[X^\alpha_s]}{ds}$ would not necessarily admit a right-continuous representative.

8.4 Weak solutions

The above results are 'verification theorems' which, assuming the existence of a solution of the functional Kolmogorov equation with a given regularity, derive a probabilistic property or probabilistic representation of this solution. The key issue when applying such results is to be able to prove the regularity conditions needed to apply the functional Itô formula. In the case of linear Kolmogorov equations, this is equivalent to constructing, given a functional $H$, a smooth version of the conditional expectation $E[H|\mathcal{F}_t]$ i.e. a functional representation which admits vertical and horizontal derivative.

As with the case of finite-dimensional PDEs, such strong solutions—with the required differentiability—may fail to exist in many examples of interest and, even if they exist, proving pathwise regularity is not easy in general and requires imposing many smoothness conditions on the terminal functional $H$, due to the absence of any regularizing effect as in the finite dimensional parabolic case [13, 60].

A more general approach is provided by the notion of weak solution, which we now define, using the tools developed in Section 7. Consider, as above, a semimartingale $X$ defined as the solution of a stochastic differential equation

$$X(t) = X(0) + \int_0^t b(u, X_u)du + \int_0^t \sigma(u, X_u)dW(u) = X(0) + \int_0^t b(u, X_u)du + M(t)$$

whose coefficients $b, \sigma$ are non-anticipative path-dependent functionals, satisfying the assumptions of Proposition 8.1. We assume that $M$, the martingale part of $X$, is a square-integrable martingale.

We can then use the notion of weak derivative $\nabla_M$ on the Sobolev space $S^{1,2}(M)$ of semimartingales introduced in Section 7.5.

The idea is to introduce a probability measure $\mathbb{P}$ on $D([0, T], \mathbb{R}^d)$, under which $X$ is a semimartingale, and requiring (134) to hold $dt \times d\mathbb{P}$–a.e.

For a classical solution $F \in C^{1,2}_b(\mathcal{W}_T)$, requiring (134) to hold on the support of $M$ is equivalent to requiring

$$AF(t, X_t) = DF(t, X_t) + \nabla_\omega F(t, X_t) b(t, X_t) + \frac{1}{2} \text{tr} \nabla^2_\omega F(t, X_t) \sigma^t \sigma(t, X_t) = 0$$

dt \times d\mathbb{P}$–a.e.
Let $\mathcal{L}^2(\mathbb{F}, dt \times d\mathbb{P})$ be the space of $\mathbb{F}$-adapted processes $\phi : [0, T] \times \Omega \to \mathbb{R}$ with
\[
E\left(\int_0^T |\phi(t)|^2 dt\right) < \infty,
\]
and $\mathcal{A}^2(\mathbb{F})$ the space of absolutely continuous processes whose Radon-Nikodym derivative lies in $\mathcal{L}^2(\mathbb{F}, dt \times d\mathbb{P})$:
\[
\mathcal{A}^2(\mathbb{F}) = \{ \Phi \in \mathcal{L}^2(\mathbb{F}, dt \times d\mathbb{P}), \frac{d\Phi}{dt} \in \mathcal{L}^2(\mathbb{F}, dt \times d\mathbb{P}) \}
\]
Using the density of $\mathcal{A}^2(\mathbb{F})$ in $\mathcal{L}^2(\mathbb{F}, dt \times d\mathbb{P})$, (157) is well-defined as soon as $A \mathcal{F}(X) \in \mathcal{L}^2(dt \times d\mathbb{P})$. This motivates the following definition:

**Definition 8.17** (Sobolev space of non-anticipative functionals). We define $\mathbb{W}^{1,2}(\mathbb{P})$ as the space of $(dt \times d\mathbb{P})$-equivalence classes of non-anticipative functionals $F : (\mathbb{A}_t, d\omega) \to \mathbb{R}$ such that the process $S = F(X)$ defined by $S(t) = F(t, X_t)$ belongs to $S^{1,2}(M)$. Then $S = F(X)$ has a semimartingale decomposition
\[
S(t) = F(t, X_t) = S(0) + \int_0^t \nabla_M S.dM + \mathcal{H}(t) \quad \text{with} \quad \frac{d\mathcal{H}}{dt} \in \mathcal{L}^2(\mathbb{F}, dt \times d\mathbb{P}).
\]
$\mathbb{W}^{1,2}(\mathbb{P})$ is a Hilbert space, equipped with the norm
\[
\|F\|_{1,2}^2 = \|F(X)\|_{S^{1,2}}^2 = E^\mathbb{P}\left(|F(0, X_0)|^2 + \int_0^T \text{tr}(\nabla_M F(X)^t \nabla_M F(X).d[M]) + \int_0^T \left|\frac{d\mathcal{H}}{dt}\right|^2 dt\right)
\]
Denoting by $\mathbb{L}^2(\mathbb{P})$ the space of square-integrable non-anticipative functionals, we have that for $F \in \mathbb{W}^{1,2}(\mathbb{P})$, its vertical derivative lies in $\mathcal{L}^2(\mathbb{F})$ and
\[
\nabla_\omega : \mathbb{W}^{1,2}(\mathbb{P}) \to \mathbb{L}^2(\mathbb{P})
\]
\[
F \to \nabla_\omega F
\]
is a continuous map.

Using linear combinations of smooth cylindrical functionals, one can show that this definition is equivalent to the following alternative construction:

**Definition 8.18** ($\mathbb{W}^{1,2}(\mathbb{P})$: alternative definition). $\mathbb{W}^{1,2}(\mathbb{P})$ is the completion of $C_b^{1,2}(\mathbb{W}_T)$ with respect to the norm
\[
\|F\|_{1,2}^2 = E^\mathbb{P}\left(|F(0, X_0)|^2 + \int_0^T \text{tr}(\nabla_\omega F(t, X_t)^t \nabla_\omega F(t, X_t).d[M]) + 
\right.
\]
\[
\left.\quad + E^\mathbb{P}\left(\int_0^T \left|\frac{d}{dt}\right| F(t, X_t) - \int_0^t \nabla_\omega F(u, X_u).dM\right|^2 dt\right)
\]
199
In particular $C^{1,2}_{loc}(W_T) \cap W^{1,2}(\mathbb{P})$ is dense in $(W^{1,2}(\mathbb{P}), ||.||_{1,2})$.

For $F \in W^{1,2}(\mathbb{P})$, let $S(t) = F(t, X_t)$ and $M$ be the martingale part of $X$. The process $S(t) - \int_0^t \nabla_M S(u) \, dM$ has absolutely continuous paths and one can then define:

$$AF(t, X_t) := \frac{d}{dt} \left( F(t, X_t) - \int_0^t \nabla_M F(u, X_u) \, dM \right) \in \mathcal{L}^2(\mathbb{F}, dt \times d\mathbb{P}).$$

**Remark 8.19.** Note that in general it is not possible to define "$D F(t, X_t)$" as a real-valued process for $F \in W^{1,2}(\mathbb{P})$. As noted in Section 7.5, this requires $F \in W^{2,2}(\mathbb{P})$.

Let $U$ be the process defined by

$$U(t) = F(T, X_T) - F(t, X_t) - \int_t^T \nabla_M F(u, X_u) \, dM.$$ 

Then the paths of $U$ lie in the Sobolev space $H^1([0, T], \mathbb{R})$,

$$\frac{dU}{dt} = -AF(t, X_t) \quad \text{and} \quad U(T) = 0.$$ 

Thus, we can apply the integration by parts formula for $H^1$ Sobolev functions pathwise and rewrite (157) as

$$\forall \Phi \in \mathcal{A}^2(\mathbb{F}), \quad \int_0^T dt \, \Phi(t) \frac{d}{dt} (F(t, X_t) - \int_0^t \nabla_M F(u, X_u) \, dM) = \int_0^T dt \, \phi(t) \left( F(T, X_T) - F(t, X_t) - \int_t^T \nabla_M F(u, X_u) \, dM \right)$$

We are now ready to formulate the notion of weak solution in $W^{1,2}(\mathbb{P})$:

**Definition 8.20 (Weak solution).** $F \in W^{1,2}(\mathbb{P})$ is said to be a weak solution of

$$DF(t, \omega) + b(t, \omega) \nabla \omega F(t, \omega) + \frac{1}{2} \text{tr} \left( \nabla^2 \omega F(t, \omega) \sigma(t, \omega) \sigma(t, \omega)^T \right) = 0$$
on supp($X$) with terminal condition $H(\cdot) \in L^2(\mathcal{F}_T, \mathbb{P})$ if

$$F(T, \cdot) = H(\cdot) \quad \text{and} \quad \forall \phi \in \mathcal{L}^2(\mathbb{F}, dt \times d\mathbb{P}),$$

$$E \left[ \int_0^T dt \, \phi(t) \left( H(X_T) - F(t, X_t) - \int_t^T \nabla_M F(u, X_u) \, dM \right) \right] = 0. \quad (158)$$

The preceding discussion shows that any square-integrable classical solution $F \in C^{1,2}_{loc}(W_T) \cap L^2(dt \times d\mathbb{P})$ of the functional Kolmogorov equation (134) is also a weak solution.

However, the notion of weak solution is much more general, since the form (158) only requires the vertical derivative $\nabla \omega F(t, X_t)$ to exist in a weak sense, i.e. in $\mathcal{L}^2(X)$ and does not requires any continuity of the derivative, only square-integrability.

Existence and uniqueness of such weak solutions is much simpler to study than for classical solutions:
Theorem 8.21 (Existence and uniqueness of weak solutions). Let

\[ H \in L^2(C^0([0, T], \mathbb{R}^d), \mathbb{P}). \]

There exists a unique weak solution \( F \in \mathbb{W}^{1, 2}(\mathbb{P}) \) of the functional Kolmogorov equation \[ 134 \] with terminal conditional \( F(T, \cdot) = H(\cdot) \).

Proof. Let \( M \) be the martingale component of \( X \) and \( F : \mathcal{W}_T \to \mathbb{R} \) be a regular version of the conditional expectation \( E(H|F_t) : \)

\[ F(t, \omega) = E(H|F_t)(\omega), \quad dt \times d\mathbb{P} - a.e. \]

and let \( Y(t) = F(t, X_t) \). Then \( Y \in \mathcal{M}^2(M) \) is a square-integrable martingale so by the martingale representation formula \[ 7.8 \] \( Y \in \mathcal{S}^{1, 2}(X) \) so \( F \in \mathbb{W}^{1, 2}(\mathbb{P}) \), and

\[ F(t, X_t) = F(T, X_T) - \int_t^T \nabla \omega F(u, X_u) dM \]

thus \( F \) satisfies \[ 158 \].

Uniqueness: To show uniqueness, we use an ‘energy’ method. Let \( F^1, F^2 \) be weak solutions of \[ 134 \] with terminal condition \( H \). Then \( F = F^1 - F^2 \in \mathbb{W}^{1, 2}(\mathbb{P}) \) is a weak solution of \[ 134 \] with \( F(T, \cdot) = 0 \). Let \( Y(t) = F(t, X_t) \). Then \( Y \in \mathcal{S}^{1, 2}(M) \) so \( U(t) = F(T, X_T) - F(t, X_t) - \int_t^T \nabla M F(u, X_u) dM \) has absolutely continuous paths and

\[ \frac{dU}{dt} = -AF(t, X_t) \]

is well defined. Ito’s formula then yields

\[ Y(t)^2 = -2 \int_t^T Y(u) \nabla \omega F(u, X_u) dM - 2 \int_t^T Y(u) A F(u, X_u) du + [Y](t) - [Y](T). \]

The first term is a \( \mathbb{P} \)-local martingale. Let \( (\tau_n)_{n \geq 1} \) be an increasing sequence of stopping times such that \( \int_t^{T \wedge \tau_n} Y(u) \nabla \omega F(u, X_u) dX \) is a martingale. Then for any \( n \geq 1 \),

\[ E\left( \int_t^{T \wedge \tau_n} Y(u) \nabla \omega F(u, X_u) dM \right) = 0. \]

Therefore for any \( n \geq 1 \),

\[ E(Y(t \wedge \tau_n)^2) = 2E\left( \int_t^{T \wedge \tau_n} Y(u) A F(u, X_u) du \right) + E\left( [Y](t \wedge \tau_n) - [Y](T \wedge \tau_n) \right). \]

Given that \( F \) is a weak solution of \[ 134 \],

\[ E\left( \int_t^{T \wedge \tau_n} Y(u) A F(u, X_u) du \right) = E\left( \int_t^T Y(u) 1_{[0, \tau_n]} A F(u, X_u) du \right) = 0. \]
since $Y(u)1_{[0,\tau_n]} \in L^2(\mathbb{F}, dt \times d\mathbb{P})$. Thus,

$$E \left( Y(t \wedge \tau_n)^2 \right) = E \left( [Y](t \wedge \tau_n) - [Y](T \wedge \tau_n) \right)$$

which is a positive increasing function of $t$, so

$$\forall n \geq 1, \quad E \left( Y(t \wedge \tau_n)^2 \right) \leq E \left( Y(T \wedge \tau_n)^2 \right).$$

Since $Y \in L^2(\mathbb{F}, dt \times d\mathbb{P})$ we can use a dominated convergence argument to take $n \to \infty$ and conclude that

$$0 \leq E \left( Y(t)^2 \right) \leq E \left( Y(T)^2 \right) = 0$$

so $Y = 0$, i.e. $F^1(t, \omega) = F^2(t, \omega)$ outside a $\mathbb{P}$-evanescent set.

Note that uniqueness holds outside a $\mathbb{P}$-evanescent set: there is no assertion on uniqueness outside the support of $\mathbb{P}$.

The flexibility of the notion of weak solution comes from the following characterization of square-integrable martingale functionals as weak solutions, which is an analog of Theorem 8.6 but without any differentiability requirement:

**Proposition 8.22 (Characterization of harmonic functionals).**

Let $F \in W^{1,2}(\mathbb{F})$ be a square-integrable non-anticipative functional. Then $Y(t) = F(t, X_t)$ is a $\mathbb{P}$-martingale if and only if $F$ is a weak solution of the functional Kolmogorov equation (134).

**Proof.** Let $F$ be a weak solution of (134). Then $S = F(X) \in S^{1,2}(X)$ so $S$ is weakly differentiable with $\nabla_M S \in L^2(X)$, $N = \int_0^T \nabla_M S.dM \in M^2(X)$ is a square-integrable martingale, and $A = S - N \in A^2(\mathbb{F})$. Since $F$ verifies (158), we have

$$\forall \phi \in L^2(dt \times d\mathbb{P}), \quad E \left( \int_0^T dt \phi(t)A(t) \right) = 0$$

so $A(t) = 0 \ dt \times d\mathbb{P}$-a.e.; therefore $S$ is a martingale.

Conversely, let $F \in L^2(dt \times d\mathbb{P})$ be a non-anticipative functional such that $S(t) = F(t, X_t)$ is a martingale. Then $S \in M^2(X)$ so by Theorem 7.8 $S$ is weakly differentiable and $U(t) = F(T, X_T) - F(t, X_t) - \int_t^T \nabla_M S.dM = 0$, so $F$ verifies (158), so $F$ is a weak solution of the functional Kolmogorov equation with terminal condition $F(T, .)$. 

This result characterizes all square-integrable harmonic functionals as weak solutions of the functional Kolmogorov equation (134) and thus illustrates the relevance of Definition 8.20.

**Comments and references**

Path-dependent Kolmogorov equations first appeared in the work of Dupire [21]. Uniqueness and comparison of classical solutions were first obtained in [32, 11]. The path-dependent HJB equation and its relation with non-Markovian
stochastic control problems was first explored in [32]. The relation between FBSDEs and path-dependent PDEs is an active research topic and the fully nonlinear case, corresponding to non-Markovian optimal control and optimal stopping problems, is currently under development, using an extension of the notion of viscosity solution to the functional case, introduced by Ekren et al. [22, 23]. A full discussion of this notion is beyond the scope of these lecture notes and we refer to [10] and recent work by Ekren et al. [22, 23], Peng [59, 60] and Cosso [11].
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